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1.0 PREFACE

1.1 ADVANCED AIR TRAFFIC MANAGEMENT SYSTEM STUDY

This report is one of a series produced by the TRW-Planar group in
a study of autemation applications for an Advanced Air Traffic Management
System (AATMS), work performed for the Department of Transportation, Trans-
portation Systems Center (DOT/TSC) under contract number DOT-TSC-512. The
reports in this series are:

o Automation Applicaticns in an Advanced Air Traffic
Management System - Volume I, Summary. TRW Report
No. 22265-W008-RU-00, December 1973.

This is a summary document, stating the background
and objectives of the study and describing the major
study results. It also contains a discussion of the
implications of the results for an advanced air
traffic management system and a suggested. strategy
for implementation cf automation.

o Automation Applications in an Advanced Air Traffic
Management System - Volume II, Function Analysis of
Air Traffic Management. TRW Report No. 22265-W006-
RU-00, December 1973.

This volume provides an analysis and description of
air traffic management activities at three levels
of detail - functions, subfunctions, and tasks. A
total of 265 tasks are identified and described,
and the flow of information inputs and outputs
among the tasks is specified.

© & Automation Applications in an Advanced Ajr Traffic
Management System - Volume III, Methodelogy for
Man-Machine Task Allocation, TRW Report No. 22265-
W007-RU-00, December 1973.

This volume contains a description of man and machine
performance capabilities and an explanation of the
methodology employed to allocate tasks to human or
automated resources. It also presents reccmmended
allocations of tasks at five incremental levels of
automation.
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e Automation Applications in an Advanced Air Traffic
Management System - VYolume IV, Automation Reguire-
ments. TRW Report No. 22265-W009-RU-00, December
1973,

This volume is a presentation of automation require-
ments for an advanced air traffic management system

in terms of controller work force, computer resources,
controller productivity, system manning, failure
effects, and control/display requirements. It also
includes a discussion of the application of the study
results to the design and development of AATMS.

» Automation Applications in an Advanced Air Traffic
Management System - Volume V, DELTA Simulation Model.
TRW Report No. 22265-W010-RU-00, December 1973. ,

This volume includes all documentation of the DELTA
(Determine Effective Levels of Task Automatioh) com-
puter simulation developed by TRW for use in the
Automation Applications Study. The volume inciudes
a user manual, programmers manual, test case, and
test case results. :

The results which have been documented in.these volumes represent a

team effort. However, it is most appropriate to recognize the contributions

of the following individuals who were responsible for major elements of the

study:

Mr. R. Jones TRW Volume II, Functional
o B Analysis
Mr. L. Jenney. The Planar Corp. - VYolume III, Man-Machine
: Allocation Methodology and’

Volume IV, Failure Modes

and Displays
Mr, E. C. Barkley TRW . Volume V, DELTA Simulation
Mr. K. Willis © Metis Corp. Yolume V, Algorithm Develop-

ment
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1.2 SUMMARY OF VOLUME III

The man-machine allocation methodology employed in the Autcmation
Applications Study was developed in response to the need for objective and
quantifiable technique to assign air traffic management tasks to human and
computer resources. The immediate objective was ‘to examine each of the 265
generic air traffic management tasks identified during the study «ad to
document the rationale for allecating these tasks to men or machines at
successively more advanced levels of automation. These allocations and
the task analysis itself were intended to serve as the basis for a detailed
study of automation applications in AATMS. A second, and broader, purpose
cf the methodology developed here was to provide a more systematic approach
and an objective, repeatable procedure for relating man-machine performance
capabilities to tasks in the design of complex systems. Thus, the method-
ology employed in this study, while devised primarily to serve the needs of
the AATMS study, also provides a general purpose tool for human factors
and systems engineering.

The maanachine allocation methodology represents a synthesis of
three separate disciplines - systems engineering, human factors, and
psychometrics. At the beginning of the study an extensive review was
made of systems design and human factors research literature pertaining
to man-machine performance. (A compilation of the findings is presented
in Appendix A of the report.) This survey formed the basis for construc-
tion of six performance capability scales by which to evaluate each of
the 265 afr traffic management tasks.

The evaluation was carried out in four steps. First, each task was
analyzed tc determine which of the six basic performance capabilities were
required to accomplish the task. Next, a group of thirty-two judges with
experience in systems analysis, human factors, computer applications, or
air traffic control were asked to assign a numerical rating to each task for
each of the regquired performance cababi]ities. These ratings, over 22,000
individual data points, were then aggregated across judges and performance
capabilities to obtain an index of automaticn priority for each task. As
a final step, the tasks were assigned tc one of five incremental levels of
automation according to this index.
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This volume contains a detailed description of the methodology
outlined above. 1t begins with a summary of the general problem of man-
machine allccation and a review of the available methodology. This is
followed by an account of the method by which performance capability
scales and man-machine performance rating ‘instruments were developed.

Next is a description of data collection procedures and a discussion of

the statistical techniques used to reduce the data to a composite automa-
tion index for each task. Five levels of system automation are quantita-
tively defined; the characteristics of each Tevel are described; and the
relationships among successive Tevels are examined, The report concludes
with a discussion of the application of the findings to subsequent analysis
of air traffic management system requirements and an assessment of the
utility of the methodology in other types of system desién and development
problems. ‘
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2,0 INTRODUCTION

2.1 BACKGROUND

" Automation of the air traffic control system has been the subject of
extensive study for over twenty years, Historically, automation has been
considered the way both to achieve greater safety and capacity in the
national aviation system and to lessen the workload of air traffic controllers.
More recently, as the demands on the national aviation system have increased,
government policy has tended toward the view that automation is not just
desirable but mandatory if the system is to continue toc provide a level of
safety and capacity consistent with the pubiic interest. The developmental
effort which has led te the NAS Stage A and ARTS IIl systems was undertaken
with the objective of introducing automation in the enroute and terminal
portions of the system. The engineering development of the upgraded Third
Generation System and the study of AATMS now being pursued are based on
the proposition that still more advanced degrees of automation will be
necessary to accommodate antﬁcipated growth in commerc¢ial and general
aviation while also providing increased safety for airspace users.

In making the transition frem the ATC system of today to a more
automated system of 1990-2020, there are two central concerns. First, in
which parts of the system will automation produce the greatest benefits in
terms of safety, capacity, and limiting the growth in ATC costs? Second,
in what order should automated features be introduced into the ATC system?

The latter question, the sequence of automation, is important for
several reasons. Foremost is that the system must provide continuity of
service as it progresses toward its ultimate level of automation. Hence,
automation must be introduced in an evolutionary, rather than a revolutionary,
way. For economic reasons it is also necessary to spread the process of
automation out over several years so that the public and private secfors of
the economy can comfortably absorb the RDT&E and Q&M costs. Further, since
not all of the technology appropriate for advanced levels of autcmation is
presently available, the design and development of the system must be paced
incrementally in step with technological progress. Finally, of course, the
controllers themselves must be considered. Automation must be introduced
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gradually to allow men to learn and perfect the new skills required and
to provide for an orderly transition from today's controller work force
to one of perhaps greatly different size and compositiocn by the year 2000.

The concept of incremental automation is not unigue to the AATMS
study. Nearly all of the major studies of air traffic control system
automation, beginning with such early programs as Data Processing Central
in 1960 and National Airspace Utilization System in 1962, have been pre-
dicated upon the idea of sequential introduction of automated features,
For example, the National Airspace Utilization System report (FAA/SRDS,
1962) referred to an "automation Tadder," starting with a wholly manual
system and progressing through automated data processing and tracking to
-computer-aided evaluation and decision-making, In another study undertaken
at about the same time (Buckley and Green, 1862), an analysis was made of
information processing and display in the air traffic control system; and
the authors identified thirteen incremental stages of man-machine function
allacation in going from a manual to a "fully automated" system.

More recent studies of ATC automation (e.g., MITRE, 1972) continue
to speak of "generations" of systems, meaning a phased and evolutionary
introduction of automated features. The basic FAA planning documents
(The National Aviation System Policy Summary and The National Aviation System
Ten Year Plan) reflect the concept of progressive automation in laying out
the program of transition from the manual second generation system to the
third generation and eventually to Phases I and II of the Upgraded Third
Generation system,

Incremental automation raises two fundamental questions about the
nature of man-machine relationships in complex systems. First, on what basis
shall the decision to allocate tasks to man or machine be made? This implies
that there must be criteria of choice and decision rules. Second, if auto-
mation is to proceed step by step, how is the priority for a11ocatioh of
tasks to machines to be established? This implies that the basic allocation
decision has to be quantified in some way which will permit tasks to be ‘
arrayed ordinally as a man-machine performance continuum. These two questfons,
task allocation criteria and automation priorities, are the major methodological
problems addressed in this report.
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2.2 THE PROBLEM

The problem of allocating tasks to man or machine is as old as the
industrial age itself, However, the problem was not attacked systematically
until about fifty years ago with the advent of industrial engineering, and
it has not been treated as a researchable probiem until the last two
decades., InitiaTTy, investigation centered around the machine as an adjunct
to man, i.e., ways were sought to use the machine to supplement or augment
man's physical capabilities. Mechanical and electro-mechanical devices
which were stronger, faster, more accurate, and more enduring than man were
'developed and placed at his service. By the 1940's, 'technology reached the
point where machines were also capabTe of functioning as a partial surfogate
for man's intellect, and it became possible tc conceive of the machine as a
replacement for man in the areas of information processing, evaluation,
decision-making, and process control, This technological advance made it
practical to think of machines not just as an aid to man but also as a
substitute for men.

At the theoretical level, writers such as Wiener, Von Neumann, and Adler
examined the implications of cybernetics and "thinking machines."” In the
field of basi¢ research, investigators such as Fitts, Kidd, Birmingham, and
Mackworth undertook basic studies of the respective roles of men and machines
in complex systems anhd formulated principles for the allocation of tasks
to men and machines in the system design process. The applied fields of
human facters and human engineering received great impetus from this concern
for providing designers with practical man-machine allocation guidelines, and
many of the now standard human factors reference works {McCarmick, Woodson and
Conover, Sinaiko, Gagne, et al.)} date from this period.

Despite the attention devoted to the principles of man-machine system
design in the 1950's and 1960's certain conceptual and practical difficulties
remained, Partly they were lodged in the inherent complexity of thelsystems
developed during that period, There was an aimost infinite number of
permutations and combinations of man and machine tasks available to system
engineers, a variety which precluded systematic empirical comparison of
alternative designs at any but the most global levels, Without a detailed
body of empirical evidence, the essence of the decisjon on man-machine task
allocation remained engineering judgment, Relying upon his experience in
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system design and fragmentary research evidence, the engineer pursued a
strategy of judgment, "best guess," and successive approximations.

Typically, system development in the 1950's and 1960's began with
specification of objectives and system performance requirements. Through
an iterative process, these requirements were expanded to greater and
greater levels of detail to form a prescriptive'statement of what each
functional component of the sysfem had to do. Drawing upon an increasingly
rich pool of technological resources, the engineer then designed an equipment
complex to meet these reguirements as fully as pessible. Where te&hno]ogy
was inadequate or where by design philosophy it was considered desirable to
preserve man's participation, system functions were assigned to human
operators. To support these decisions, system simulations and operational
tests were performed; and, where necessary, redesign of equipment was
carried out. Optimal human performance was usually provided for by operator
selection standards, training, and careful man-machine interface design.
Man, because of his great inherent performance capability and his adaptability,
entered the system primarily as a means of augmenting and aiding the machine
(i.e., as a form of compensation) and only secondarily as a controller or
manager of the machine ar as a full partner in the system.

More recent design philosophy has tended to view the question of task
allocation not as a matter of man or machine but as one of man and machine.
That is, human operators and automata are not considered as alternative
resources to be traded off during the design process but as eleménts to be
blended in a symbiosis. The basis for an enlightened decision on how to
marshal these resources effectively is an accurate characterization oflman
and machine capabilities. Each process or task in the operation of the
system is examined in terms of the performance capabilities required for its
accomplishment., [If these capability requirements best match the characteristics
of machines, the task is automated., If the capability requirements best match
human characteristics, the task is assigned to man. If the task falls within
the performance domains of both man and machine, the designer can safely opt
for eijther. '

For this approach to work effectively, it is necessary to have a com-
preherisive catalog of man and machine performance characteristics and some
form of standardization of the decision process. Two recent and notable
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attempts to provide such an orderly basis for man-machine allocation decisions
are the AFSC Design Handbook series (especially DH 1-3, Personnel Subsystems)
and the comprehensive study by Serendipity Associates, A Descriptive Model

for Determining Optimal Humah Performance in Systems (Serendipity, 1966).
Despite the value of these two documents as data sources to support judgments
of man-machine allocation, they suffer from a major deficiency. The procedure
for applying the data to specific design problems is not precisely definad

and standardized. As a result, there is considerable latitude for interpre-
tation and se]ectivity in using the data to formulate decisions. Thus,

while the body of information available to the designer has been enlarged

and systematically arranged in these documents, the application of the infor-
mation is still subject to the végaries of individual judgment, The method-
ology developed in the AATMS study and described in this repert is an attempt
to place man-machine allocaticn on a more objective basis and to provide a
systematic decision-making procedure.
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2.3 REVIEW OF AVAILABLE METHODOLOGY

The field of system engineering provides a classic approach to the
problem of man-machine task allocation., Typically, the systems analyst
begins with a statement of design principles or general desiderata which
are to serve as criteria for making individual task allocation decisions,
These criterion statements are of diverse origins, but most commoniy they
are derived from some characterization of an "ideal" system c¢r from
engineering and technological considerations. By a process of logical
analysis, the criteria are applied to the problem at hand: and, depending
upon the analyst's skill and the quality of his judgment, a more or less
coherent scheme of man-machine allocation emerges. Two examples will serve
to illustrate the method,

In 1959 the FAA conducted a project known as Data Processing Central,
which proposed the following guidelines for automation of ATC functions
(FAA BRD, 1959).

¢ Automate routine bookkeeping and coordination functions.
¢ Automate data display (including updating and tracking).

¢ Unburden the controller by automating tasks not directly
related to decision-making and control,

o Use computers to aid planning and prediction.

¢ Use computers to aid control of terminal area traffic
flow.

9 Use computers to aid in the consolidation and integration
of flight plan and performance data.

Ten years later, the Autonetics Division of North American Rockwell
conducted a similar study of automation applications in air traffic Eontro]
(Autonetics, 1968). This study outlined the following criteria for man-
machine task allocation, ‘

e Ease of Automation - This is a function of computer/software
technology and the inherent capabilities of computers,

o Routine Digital Tasks - Computers should be used for tasks
involving computation, data handling, parameter sorting,
display generation, etc,
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e Human Judgment - Human control is desired where judgments or
complex decisions must be made,

e Computer Capacity - Retain human control if computer capacity
required for the task tends to be large.

¢ System Interfaces - Computers should be used to exchange
information with automated systems which interface with the
ATC system (e.g., autopilots, weather data computers).

e Unburdening Manual Operations - Computer aiding of manual
tasks should be used, especially for display, data storage,
simple comparisons, etc.

It is evident that the two sets of criteria are much alike, being made
up of a mixture of system engineering principles, technological concerns,
and design objectives, Both lists also make reference to the concept of
unburdening the controller by relieving him of routine manual chores.

While there can be no quarrel with these criteria as statements of
jdeal system features, they do seem inadequate on practical grounds. How,
specifically, are these criteria to be applied? Are they to be given equal
weight, or are some more important than others? How is one to determine
the degree to which specific designs meet these criteria? It is obvicus
that man-machine task allocation by this method is more of an art than a
science and that two different experts, starting from the same premises,
might well reach contradictory conclusions. Even a cursory review of the
studies of ATC automation conducted in the past few years bears this out,
and it is highly probable that the disputes which surround automation in
air traffic control stem not from the criteria themselves but from a lack
of agreement on how to interpret and apply them,

An alternative to the system engineering approach can be found in
the field of human factors, where there is voluminous literature pertaining
to man's performance capabilities. During the initial phase of this study
a review was made of this research, and a compilation of the major findings
was prepared. Primarily, they consist of comparative statements about men
and machines and characterizations of human performance of various types
of tasks. Cast in the form of criterial statements, this information
could be used as the basis for allocating tasks tc men or machines.
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In effect, this is the same as the system engineering approach,
except that the grounds for task allocation are human performance capa-
bilities rather than system engineering and design principles. That is,
the allocation decision is still a matter of judgment and 1nterpretétion,
and all that has been accomplished is a substitution of one type of justi-
fication for another. The success or failure of either approach rests
solely on the guality of the criteria used and the astuteness of the
analyst's judgment in applying them. In fact, since there i5 so little
to choose between the two methods, a preferable course would be to com-
bine the two types of criteria and allocate man-machine tasks on the
basis of both.

A method for systematizing and objectifying the decision-making
process can be found in the field of psychometrics. The general procedure
consists of stating the elements of a decision as a series of questions
which can be answered by selecting from a finite, and usually small, set
of standard responses. Typically, the responses are ordered to form steps
along a continuum, such as Agree-Disagree or Always-Never. Familiar ex-
amples of psychemetric techniques are the procedures used by public opinion
pollsters and the Cooper-Harper rating system used in the aerospace industry
to evajuate controls and displays, vehicle handling qualities, and the like.

A more sophisticated and sensitive psychemetric technique is that of
ratio scaling (or subjective magnitude estimation) developed by the late
S. S. Stevens. In a series of experiments Stevens demonstrated that sen-
sory qualities, psychophysical phencmena, and even purely social judgments
can be translated into magnitudes. In the psychophysical field Stevens
concluded that the basic law is a power function of the form:

y = ke
where ¥y = subjective magnitude
¢ = physical magnitude

n = exponent, derived fram the modality or
continuum used

k = constant, depending on the unit of
measurement

His work suggests that the power function relationship pertains between
almost any physical quantity and subjective judgments of that quantity.
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Further, in areas where there is nc counterpart physical continuum, i.e.,
where the stimuli can be measured only on a nominal (judgmental) scale,
the power law cannot be confirmed directly but still appears to be oper-
ative. This is explained by Stevens as follows:

"For both kinds of continua, those based on metric stimuli and
those based on nonmetric stimuli, there is a constant relation
between the scale erected by direct judgment and the scale
derived from a unitizing of variability or confusion. Whether
“the stimuli are measurable on ratio scales or conly on nominal
scales, the judgmental scale based on units of variability is
approximately proportional to the logarithm of the scale con-
structed by one or another of the direct scaling methods.

The extensive invariance of this logarithmic relation attests
to a principle known throughout all of science--namely,

error or variability tends to be relative: the size of the
errgr grows with magnitude., The principle finds expression
under many phrasings: the standard deviation increases with
the mean; the ceoefficient of variation remains constant; the
signal-to-noise ratio stays put; accuracies are statable as one
part in so many. The emergence of a similar canon in the sub-
jective domain, a rule that variability tends to increase in
proportion to the apparent magnitude, suggests an essential
unity ameng the principles that govern quantitative relations
in widely diverse endeavors. For those who must bufld their
science cn one or another consensus of human judgment, a way
seems open for effective quantification." (Stevens, 1966)
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2.4 APPROACH

The approach adopted for man-machine task allocation in this study
was a synthesis of fhe three major methods outlined in the previocus section.
Characterizations of man and machine performance, drawn from the two fields
of systems engineering and human factors, were used as task allocation
criteria, The procedure for applying these criteria in reaching an alloca-
tion decision was a modified form of the Stevens magnitude estimation
technigue. The objective was to create an algorithm for the assignment of
tasks either to a human operator or a computer,

The approach rests on two major assumpticons. First, it was assumed
that the operation of an ATM system could be described as a finite series
of tasks and that each task could be defined in terms of specific perfor-
mance capabilities necessary to its accomplishment. .Given a catalog of per-
formance capabilities of man and machine resources, allocation thus became
a question of determining which resource was best suited for the task. In
other words, the performance.requirements inherent in the task determine
the suitability of the task to manual or automated means of performance.

The second assumption was that man and machine performance character-
istics could be arrayed on a continuum, with uniquely human performance at
one extreme and uniquely machine performance at the other. Description
of a task in terms of the type of performance required allowed the task to
be placed at some position along this continuum. Since this position could
be described quantitatively, tasks could be compared to each cther to
determine their relative automatability.

Note that the intent was to obtain an index of relative not absolute
automatability. There was no attempt to ascertain that such and such tasks
should or must be assigned to machines. Rather, the intent was to determine
the order in which tasks should be considered for automation, i.e., to obtain
a numerical index of automation priority.

The Stevens ratio scaling technique was adopted because it is concep-
tualiy simple and relatively easy for individual raters to follow as a
decision rule, Also, because the technique permits each case (i.e., task)
to be compared with each of the others, the possibility of ambiguous or
equivocal outcomes is greatly reduced. In its classic application, ratio
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scaling is used tc obtain a relationship between the physical and psycho-
logical dimensions of a series of events (e.g., intensity of hues or loud-
ness of sound}. Obviously, man-machine task allocation is not such a case
because there is no overt, physical dimension of the task with which to
correlate subjective magnitude estimates, However, the later work by Stevens
in the area of purely judgmental ratings, of which the passage cited earlier
is typical, demonstrated the validity of subjective ratings for which there
are no physical coordinates at all (e.g., the "esthetic attractiveness" of
hues or "annoyance" of sound). Thus, the selection of the Stevens methed
was predicated upon the hypothesis that individual judges had (or could,
with appropriate instructions, acquire) an internal scale of values relat-
ing to task performance requirements., Further, it was hypothesized that
such & scale could be used by raters as a yardstick to produce reliable
quantitative judgments about the amenability of tasks to performance by human
or machine resources,

Man-machine task allocation is a compiex judgment, involving an inter-
play of severa] factors. Rather than ask the raters to combine all these
factors in a single, global judgment, it was decided to construct multiple
rating scales which, by statistical manipulation, could be aggregated to
form a unidimensional automation index, This procedure offered several
advantages, First, it facilitated more precise discriminations by the raters
by allowing them to concentrate on one aspect of the task at a time. Second,
it promoted greater factorial purity among the constituents of the automation
index; variations of raters {(either individually or collectively) across
rating dimensions could be more easily isoiated and analyzed.

Another important reason for using multiple scales was that rater
bias could thus be minimized, The question of automation, particularly
as it relates to air traffic control, is controversial. Consequently, it
did not seem advisable to ask raters to score tasks directly as to theijr
automatability because this would elicit (and perhaps reinforce) whatever
bias the raters might have. Ratings of greater objectivity could be
obtained by disassembling the raters' decision into a series of separate
component judgments.

A final reason for preferring multiple-scale ratings related to the
subject of the ratings themselves, i.e., man-machine perfecrmance capabilities.
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It was asserted earlier in this chapter that the concept of man vs. machine

is misleading. It is overly simplistic to perceive task allocation as some
sort of competition between humans and automata. A more accurate view is

to think in terms of performance capabilities which are shared to some degree
by man and machine but which may be manifested in different ways. Thus, by
seeking rater judgments on a series of particulate aspects of the task and

by casting the question in terms of the type of performance required {rather
than the type of resource to be assigned), it was believed that more pertinent
and valid judgments could be obtained,

The particulars of the methodology and the procedures by which ratings
were obtained and analyzed are described in Chapter 3. The results of the
ratings, man-machine task allocations, and the grouping of tasks in recom-
mended Tevels of automation are presented in detail in Chapter 4 and in
summary form in the following section.
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2.5 SUMMARY OF RESULTS

The AATMS function and task analysis proved to be an effective
device to describe air traffic control activities generically for the
purpcse of man-machine allocation. The use of task performance capa-

. bilities as the basis for rater judgments, which were expressed by the
Stevens ratio scaling methed, resulted in a quantitative data pool that
could be manipulated mathematically to produce z ranking of tasks ac-
cording to their relative automatability. This ranking, designated as the
Automation Index {AI) was both highly discriminative and statistically
reliable, i.e., the 265 tasks were ordered inte 176 discrete ranks and
the intercorrelation of rater judgments had a reliability coefficient of
0.822.

As an external check on the validity of the ranking by Automation
Index, the relative placement of tasks was compared with the state of
automation of equivalent tasks in the present-day air traffic control
system. Very c¢lose agreement was found. Of the 22 generic tasks which
could be unequivocally associated with tasks in the present system and
which are automated now, 20 were also adjudged suitable for automation
according to the Automation Index.

The array of tasks ranked by Automation Index was subdivided, on
statistical grounds. intoc five incremental Tevels of system automation.
Examination of the tasks grouped at each automation level revealed that
there were common characteristics which could be used to describe the pro-
gressive automation of the system. These shared characteristics showed
both an internal consistency within levels and a logical relationship
between levels, lending further credence to the validity of methodology
of ranking tasks by Automation Index. The following is a summary of the
five incremental levels of automation which resulted.

Level I - Automation of Computational Aids

Tasks allocated to machines at the lowest order of
automation are those involving repetitive computation
and routine data processing, primarily in the areas
of active control of aircraft (surveillance and
vectoring) and maintenance of the system data base.
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Level II - Automation of Aids to Decision Making

Automated resources are assigned to tasks such as detec-
tion of flight plan deviations and conflicts and formu-
lation of possible solutions. Machines are also assigned
to more sophisticated data processing tasks. Thus, the
machine begins to function as a means of alerting man to
the need for a decision and of previding him with data

to assist his decision making.

Level III - Automation of Decision Making

At this level many decision-making tasks, particularly
those of a routine and repetitive nature, are assigned
to machines. Level III is also characterized by essen-
tially complete automation of records keeping and main-
tenance of the operational data base.

Level IV - Automation of Communications

At level 1V the machine replaces man in air-ground com-
munication Toop for routine relay of information, e.g.,
vectors, clearances, and flight advisories. Man is still
assigned responsibility for communication of a special

or emergency nature. Thus, the system passes from voice
communication to two-way data Tink for normal modes of
operation. At this level, virtually all strategic
planning and regulation of traffic flow is also dele-
gated to automated resourcges.

Level ¥ - Full Automation

This level represents a hypothetical system in which man
has no direct responsibility for regulation and control
of air traffic. Al71 planning, all surveillance, all
intervention, and all communication have been automated.
Man’'s role has become that of a system moniter and man-
ager. Thus, man does not control aircraft; he controls
a complex of automated resources which, in turn, con-
trols aircraft.
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3.0 METHODOLOGY

3.1 TASK DESCRIPTIONS

During the initial phases of the study, an extensive analysis was
made of air traffic control functions. This analysis, which was performed
at three successive Tevels of detail, resulted in the identification and
descriptﬁon of a total of 265 tasks, grouped into 17 basic ATC functions.
The task analysis and an account of how it was performed are presented in
Volume II of this report.

The major items of information which make up the task descriptions
are:
¢ Task title

¢ Identification of the parent subfunction and function

e Description of the purpose and circumstances of task
performance

o Task information inputs and origins
o Task 1nformation outputs and destinations
o Decisions and actions (subprocesses of the task)

This compi]atidn constituted the data base from which man-machine perfor-
mance requirements for each task were to be identified and classified.

An important feature of the task analysis is its generic nature.
Functidns, subfunctions, and tasks are described in terms which were not
specific to the present ATC system or to future system concepts, and there
is no predisposition toward any particular form of implementation. For
the purposes of task allocation, this generic approach to system descrip-
tion was absolutely essential to assure that assignments to man or machine
resources should ‘be both unbiased by present system design and unencumbered
by equipment constraints.
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3.2 PERFORMANCE CAPABILITIES

At the outset of the study a review was made of the research liter-
ature on man-machine performance capabilities. The result of this survey
was a list of approximately 200 citations, grouped under seven basic cate-
gories of performance. (See Appendix A.) This pool of information was
used to construct generalized scales of performance characteristics for
evaluating man-machine task assjgnments.

The use of performance characteristics of man and machine as scalar
dimensions for task allocation was suggested, in part, by the findings
of the literature review. Several of the source documents described
man-machine performance in a series of comparative statements, such as
"man is flexibie and adaptable; the machine is fixed and deterministic,”
or "the machine is a quantitative processor; man is a qualitative assessor.
While antithetical statements such as these serve to clarify the distinc-
tions between man and machines, they tend to cverlook the fact that men

and machines share some performance attributes and that there are subtle
shades in this overiap. Pursuing this line of reasoning one step further
Teads to the conclusion that the performance descriptions found in the
literature shou]d not be considered as dichotomous, either-or propositions
but as evidence that performance capability is a continuum with man-1ike
characteristics at one pole and machine-Tike characteristics at the other,
If so, then it is possible to construct a series of dimensions, each des-
cribing some aspect of man-machine performance, and to express the perfor-
mance required in any given circumstance as some proportion of man and
machine quaTlities.

The development of these scaling dimensions was a three-step process.
First was the selection of the dimensjons to be used. Despite differences
in terminology, the literature suggests that man and machine performance
capabilities can be grouped in seven major categories:

¢ Monitoring
® Sensing

e Information Processing .
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o Interpreting

e Decision Making

# Storing and Retrieving Information
¢ Responding

Khile these categories are not mutually exclusive in any absolute sense,
there is sufficient agreement among the source documents reviewed to con-
clude that they do represent d{stinct]y different types of performance
capability.

Therefore, the first step was to analyze each of these performance
categories to see if they were relevant to air traffic control tasks. It
was concluded that all types of performance were involved to some degree,
but that responding should be exciuded on the grounds that it was means-
oriented. Response capability tends to be highly system-specific.’ That

'is, the type of response required to carry out tasks and the method by
which response is made are determined by system mechanization and equipment
characteristics. In one ATC system the response required for a given task
might be to make a written entry; in another it might be to operate a key-
board or to speak into a voice relay; in still another the appropriate
response might be to transfer data from buffer to storage. Since the
study was intended to be concept-free and hardware-independent and since
the task descriptions to be used in man-machine allocation were generic,
there seemed to be no reasonable basis for judging just what the response
requirements might be. For these reasons, it was decided to limit the
task performance dimensions to the first six iisted above.

The next step was to consolidate the various assertions found in the
literature into a rather small number of essential propositions about the
characteristics of man and machine performance in each of the six capabil-
ity categories. Condensation was necessary for two reasons - first,-to
eliminate redundancy among the source documents; second, to limit the
number of criterion statements to manageable proportions. Thus, each per-
formance dimension was reduced to a series of axioms, such as "machines
excel at monitoring which requires continuous attention or detection of
random, infrequent events; in the same situation man is easily distracted
and unreliable."
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Note that the differentiation between man and machine was not made
among performance dimensions but within each dimension. Thus, there was
' no assertion that man or machine is superior in any performance capability.
Quite the contrary, the fundamental proposition was that both man and
machine have all of the six performance capabilities. However, when man
or machine exercises any given capability, the performance has such and

such characteristics.

The final step was to simplify the axioms even further by reducing
them to unipolar statements. Thus, where the statement had been "Machines
have such and such characteristics, and men have the opposite,” it was
abbreviated to "Machines have such and such characteristics.” The result
was to compress all of the man-machine characteristics within each perfor-
mance dimension into a single continuum, with one end point defined expli-
citly and the other inferentially. Table 3.2-1 is a complete Tisting of
the six performance diménsions, with definitions, examples, and charaéter—
izations of resource characteristics.

Note that in Table 3.2-1 the machine end of the performance scale is
not explicitly identified as such. It is simply called "Required Resource
Characteristics."” This was done to suppress any bias which the judges
might have about automation or about assigning any particular type of task
to men or machines. The disguise is very thin, and even the briefest
reflection about the meaning of the required resource characteristics
would reveal that the type of resource called for is a machine.  However,
it was felt advisable not to direct undue attention to the question of
automated resources so that the judges would be encouraged to base their
decisions about task allocation on the type of capability required not the
source of that capability.

Note also that all the resource characteristics ‘are positive attri-
butes, Each statement identifies a type of task performance that machines
do well. Negative aspects of machine performance (and positive aspects of
human performance) lie at the opposite end of the scale and are jdentified
only by inference. Thus, the decision to assign a task to a machine would
be based on positive reasons, i.e., the type of performance called for by
the task is a property which machines have. This represents a cautious
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Table 3.2-1 Classification of Performance Capabilities

MONITORING

To maintain a state of readiness or preparation for receipt of
inputs

Examples Required Resource Characteristics
Search Monitoring of infrequent events
Surveillance High reliability in detecting signals
Vigilance Monitoring specific physical energies
Watch-keeping Continuous attention

Monitoring scheduled or predictable events
Monitoring of long-duration events

SENSING

To perceive external stimuli, to recognize a change of external
state, to acquire data from the environment

Examples Required Resource Characteristics

Perception Sensing specific physical energeies

Signal Detection Sensing the same stimulus frequently

Signal Recognition Sensing several similar stimuli simultaneously
Discrimination Simultaneous multichannel sensing

Recognition of Discrete Sensing quantitative values
Change High sensitivity

/
Recognition of Dynamic Sensing over long distances

Change

INFORMATION PROCESSING

To transform, to organize, to break down, to combine, to operate
on input data or signals

Examples Required Resource Characteristics
Encoding/Decoding Numerical computation
Sorting High volume and/or speed of transactions

Filtering ' Simple processing rules or specific programs
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Table 3.2-1 Classification of Performance Capabilities (Cont'd.)

INFORMATION PROCESSING (Cont'd.)

Examples Required Resource Characteristics
Ordering Parallel or multichannel operations
Merging Repetitive operations
Analysis High accuracy or precision
Computation
INTERPRETING
To construe, to derive, to translate, to assign meaning to data or
signals
Examples Required Resource Characteristics

Pattern Recognition
Interpolation
Extrapolation
Prediction
Association
Classification

Assigning items to a large inclusive class by
specific rules

Assigning a narrow range of meanings to inputs

Estimation of rate of change, acceleration, or
higher order derivatives

Consideration of specific, predictable or unam-
biguous inputs

A minimum number of errors due to expectation
or cognitive set

DECISION MAKING.

To select among alternatives, to determine a course of action, to
assess the validity of a proposition

Examples

Hypothesis Formulation
Induction/Inference
Deduction

Probability/Contingency
Estimation

Identification and Com-
parison of Alternatives

Compariscn with Stan-
dards or Criteria

Selection/choice

Required Resource Characteristics

Dependence upon complex procedures or operations
A large number of differentiations or integra-
iions ,

Deductive reasoning without reference to context

Prediction based on variables whose nature and
weightings are known in advance

Selection among well defined alternatives
Invariant decision-making logic
Short time lags between scheduled events
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Table 3.2-1 Classification of Performance Capabilities (Cont'd)

STORING AND RETRIEVING INFORMATICN

To retain or to remain aware of information and, conversely, to
recall or to bring forth previously acquired information

Examples Reguired Resource Characteristics
Short-term Memory Long-term storage with total recall
Long-term Memory Rapid storage (ingestion) of Targe amounts of

data

Infallible memory with the precise source of
data accurately tagged

High speed and/or freguent memcry search

Total Retrieval/Recall

Selective Retrieva]/
Recall

Purging y
Short-term storage and retrieval of large
amounts of data

Multichannel storage.or retrieval
Large buffer {immediate memory) capacity
Storing of coded or numerical data

Rapid and/or complete purging (erasure) of
stored data
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approach to automatfion in that the construction of the scale encourages
raters to allocate to machines only those tasks for which machines are
well suited.

It could be argued that reduction of the complex question of man-
machine performance capability to a series of rather brief axioms is a
vast oversimplification. Perhaps so, but bear in mind that the purpose
of the undertaking was to develop scaling dimensions for use as criteria
in man-machine task allocation. The intent was not to force a mechanistic
decision on the judges but to guide their thinking along certain 1ines so
as to elicit a quantitative expression of the relative ability of men and
machines to perform air traffic control tasks. Viewed in this way the
numbers of criteria is considerably Targer than usual. Each task is
ratable upon six dimensions, and within each dimension there are between
five and nine aspects of performance to be considered. Taken- together,
this gave the rater forty potential factors to take into account.
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3.3 MAN-MACHINE PERFORMANCE RATING

The task descriptioné and the performance capability scales consti-
tuted the essential elements for man-machine allocation. Arraying these
ingredients in a two-dimensional matrix, where one dimension was composed
of 265 tasks and the other of six performance capabilities, provided 1590
cells. Theoretically, each cell was a possible decision point for task
atlocation, In fact, however, the number of operative cells was consider-
ably smaller since not all performance capabilities were relevant for all

tasks.

The procedure for elimination of the irrelevant task-capability
conjunctions was to submit the question tec a panel of five experienced
human factors specialists. Each made an independent review of all tasks
against the six performance capabilities and presented his judgment of the
relevant combinations. Comparison of the five sets of judgments indicated
that for 1208 of the 1590 cells in the task-capability matrix (about 76%)
there was consensus, which was defined as agreement of at least four
judges that a given performance capability was or was not relevant to the
task. This left 382 cases where there was a split 3-2 vote for or against.
In the interest of preserving as many data points as possible, it was de-
cided to retain all but those cells where four or five of the judges agreed
that the performance capability was not relevant to the task. In other
words, if at least two judges thought that a given performance capability
was relevant to the task, the cell was retained for man-machine allocation
rating. Table 3.3-1 is a summary of the judges' votes and the disposition
made.

Table 3.3-1 Summary of Judgments on Relevance
of Performance Capabilities to Tasks

Number of Votes for Relevance

5 4 3 2 1 0

Number of Cases 258 | 130 | 207 | 175 | 273 1 547
Percentage 16.2 | 8.2 |13.0 {11.0 |17.2 |34.4

Disposition Retained for Rating Deleted
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Deletion of the irrelevant cells Teft a 265 x € matrix with a total
of 770 task-capability conjunctions for which man-machine allocation ratings
were to be made. Appendix B of this report is a tabulation of the relevant
performance capabilities by task.

With this preliminary step completed, it was then possible to proceed
with the task ratings themselves. As discussed in Section 3.2 above, per-
formance capability scales had been constructed, with machine-like charac-
teristics arrayed at cne end and man-like characteristics at the other,

(It will be recalled, however, that only the machine end of the scales had
been explicitly defined.) These scales represented six basic dimensions
of task performance. The resource characteristics defined for each scale
were criterion reference items against which to evaluate tasks for alloca-
tion to men or machines. The method for-making this evaluation was the
Stevens ratio—scéling technique.

The procedure for making man-machine performance ratings invalved
the following steps for each task.

1. The rater examined the task description to familiarize
himself with the functional details.

2. The rater consulted the task-capability matrix which
designated the basic capabilities required to perform
the task.

3. For each capability relevant to the task, the rater
reviewed the criterion statements of resource charac-
teristics. (See Table 3.2-1, Page 3.2-4)

4. The rater made a comparison between the criterion
statements and his own estimate of the performance
characteristics required for the task.

5. The rater expressed the comparison as a number, whose
magnitude indicated the degree of correspondence between
the criterion statements and his own estimate of the
required performance characteristics.

6. The rater repeated steps 3, 4, and 5 until the task had
been rated on all the relevant performance dimensions.
An example may help to clarify the process by which the rater arrived
at a judgment. Suppose that for a given task the required performance
capabilities were monitoring, sensing, and information processing. Referring
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to Table 3.2-1, the rater would find statements characterizing a resource
with each of these‘capabiTitfes; If the rater felt that the task called
for monitoring of infrequent events and continuous attention, he would
assign a high number to the monitoring dimension because these are two of
the resource attributes Tisted in the table. If in the case of sensing,
however, he determined that none of the attributes listed were appropriate
for the task, he would assign a low number for this dimension. If the
information processing portion of the task involved numerical computation
but the operation was not repetitive and did not require high precision,
an intermediate number would be assigned because some of the attributes
Tisted in the table were appropriate and some were not. In each case, the
numbers assigned by the rater was a proportionate estimate of the match
between what he considered to be the resource attributes required for the
task and those of the criterion statements in the performance scale defined
in Table 3.2-1.

Note that the rater was not obliged to use any prescribed number of
increments nor any fixed size of interval within a scale. Neither was it
necessary that he use increments of equal size throughout the scale. The
essence of the Stevens method is that the rater be left free to choose
scale values which suit his own perception of the continuum. If the rater
believed he could make very fine discriminations either throughout the
scale or in some portion of it, the technique allowed him to do so. Like-
wise, if the rater perceived a great difference between two cases, he
could select a ratio as large as he liked. For example, if a rater used
the numbers 2, 4, and 47 to describe his estimates of three positions
along a continuum, he would be saying in effect that the first was only
about half as great as the second but that there was only a slight differ-
ence between them in comparison with the third, which differed by an
order of magnitude. This feature permits judgments of great subtlety
and precision, and it is for this reascn that the Stevens method is some-

times called free number matching.

The rating procedure had the effect of reducing the question of man-
machine task allocation to a series of particulate, quantified judgments
about performance capabilities in relation to functional requirements.

The rater was not expected to make a global decision about the level of
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automation in the system. In fact, he was not expected to make any exp]ici%
judgment at all about automation. Instead, he was asked to characterize,
task by task along each performance dimension, the type of appropriate re-
source to be assigned without ever specifically identifying that resource

as a man or a machine. By atomizing the task allocation process in this

way and by reducing it to a systematic procedure, rater bias and the intru-
sion of extraneous factors were minimized.

Obtaining the judgments in numerical form served several important
purposes. First, it tended to promote objectivity. It also helped to
minimize ambiguous judgments. Even more important, all judgments were
cast in a common form, which allowed mathematical manipulation and aggre-
gation of estimates within and across raters in order to integrate the
individual data points into a comprehensive man-machine allocation scheme.

As a final step before starting the rating procedure, the methodology
was subjected to a pre-test. A group of five raters was selected and asked
to make ratings on a sample of tasks comprising four of the seventeen
generic ATC functions. A brief statistical analysis was made of the same
ratings to ascertain whether the technique would produce the expected
results. The pre-test showed that the procedure was workable and that the
ratings dfd, in fact, discriminate among tasks zlong the relevant perfor-
mance dimensions. The pre-test also suggested some minor modifications of
the rating procedure. \

The most significant finding was that, despite instructions to the
contrary, raters were inclined to use a very narrow numerical scale with
only a few increments. Most probably this was attributable to previous
exposure to the traditional three-, five-, and seven-point scales where
the splitting of scale intervals is discouraged. To overcome this ten-
dency and to encourage the proper application of the Stevens method, it
was decided to specify that the raters use a scale of 1 to 99 and that
they discriminate among similar cases if at all possible. While this
would place a 1imit on scale values, in that the rater would no Tonger be
free to choose any number to express his estimate, the 1-99 range was felt
to be large enough not to impose any practical constraint on rater choice.
(For a further discussion of this point in connection with the actual
ratings obtained, see Subsection 3.5.1.)
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The pre-test also indicated that in a few cases raters disagreed
with the designation of the performance capabilities relevant to the task.
Most often, they took a more restricted view of required capabilities than
the panel of five judges who had made the original designations. This was
not wholly unexpected since the task-capability matrix compiled from the
judges' opinions was somewhat overinclusive in that it had left out only-
those capabilities which had received one or no votes as to their relevance
to the task. To allow the raters as wide a latitude of judgment as possi-
ble, it was decided to allow them to decline to rate any performance capa-
bility they thought irrelevant to the task and, conversely, to include
ratings for any task-capability cells which the panel of judges had deleted,

Originally, it had been planned to obtain ratings on all 265 tasks at
ocne time, However, the pre-test showed that such an exercise would be too
arduous. Rating all the tasks was estimated to require from three to four
days of work, which would introduce the danger of serial position bias if
accomplished in one continuous session. For this reason, it was decided
to conduct the rating exercise in two sessions, separated by two or three
weeks. In the first session, ratings were planned for eight functions,
containing a total of 115 tasks. Ratings for the remaining functions (150
tasks) were scheduled for the second session.
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3.4 DATA COLLECTION

A group of thirty-two persons, drawn from contractor personnel and
representatives from DOT/TSC and FAA/NAFEC, was selected to perform the
task allocation ratings. The grounds for seiection were that the partici-
pant had to have experience in systems engineering, human factors, computer
applications, or air traffic control. Contractor personnel who took part
in the pre-test and those who had developed the rating instruments were
excluded from the pool of raters to aveoid contaminatich of the results.
While the group of raters was not a stratified sample, it did include
representatives from all the disciplines and occupations considered to
have a contribution to make to the question of automation in air traffic
control. Table 3.4-1 fs a summary of the basic specialties and organi-
zational affiliations of the raters.

Table 3.4-1 Rater Specialties and Organizational Affiliation

1 Affiliation
Specialty 5
Contractor?| DOT/TSC | FAA/NAFEC |
Systems Engineering 4 5 -
Human Factors 5 1 5
"Air Traffic Control - - 12
Computer Applications 3 4 4
Total Participants g ) 17

T The columns are not additive since some raters had more
than one specialty.

2 Contractor personnel included representatives from TRW,
The Planar Corporation, and Stanford Research Institute.

A more detailed analysis of the raters' background and experience is
presented in Table 3.4-2, Note that several raters had experience in more
than one of the basic specialties and that nearly all had taken part either
in the design of advanced man-machine systems or in ATC experimental studies.
Note also that seven raters had flying experience in either military, air
carriers, or general aviation. '
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Table 3.4-2 Analysis of Rater Background and Experience
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Of the thirty-two raters originally selected, five were unable to
complete the rating exercise. They participated in the first rating ses-
sion but, because of other assignments or illness, could not take part in
the second. These raters are identified in Table 3.4-2 by an asterisk
beside the rater identification number. To avoid comp]ication in the data
analysis and interpretation, the five partial sets of ratings were discar-
ded, Teaving a final sampTe size of twenty-seven raters.

Ratings were obtained in two sessions for each organization group
(contractor, DOT/TSC, FAA/NAFEC), making a total of six separate adminis-
trations. Each session consumed between eight and twelve hours over a
two-day period. The reference materials used by the raters consisted of:

¢ Detailed task descriptions (similar to those presented
in Volume II of this report)

e Schematic system flow diagrams
e Performance capability descriptions (See Table 3.2-1)

o A task-capability matrix, with spaces provided for
recording the ratings (See Appendix B).

Although assembled as a grcup for ease of administration, the raters
worked independently and did not consult each other for interpretations

or assignment of ratings.

A tabulation of the individual ratings for all tasks is presented
in Appendix C of this report.
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3,5 DATA ANALYSIS

The man-machine performance ratings constituted a data base with
three dimensions: tasks, performance capabilities, and raters. Arraying
the data orthogonally along these dimensions produced a matrix with 42,930
cells (265 tasks x 6 performance capabilities x 27 raters). However, about
half of the cells were empty because not all the task-capability conjunc- ‘
tions were relevant and so had not been assigned ratings. Deleting the
empty cells left a matrix with approximately 21,000 data points (770 task-
capability conjunctions x 27 raters).

The objective of the data analysis was to derive a single ordinal
scale of the automatability of air traffic control tasks. In effect, this
involved collapsing the matrix from three dimensions to one by aggregating
the data across raters and performance capabilities to obtain a measure
designated as the "automation index." The index would order ATC tasks
according to their relative automatability, i.e., the order in which they
were to be considered for transfer from manual to automated resources in
AATMS. The desired properties of the automation index were that it produce
maximum discriminability among tasks and that it provide a stable (i.e.,
reliable) indication of the rank position of each task.

Treatment of the data to develop the index of automation involved
several major concerns. First there was the general psychometric question
of scaling the raters' responses. A related concern was the matter of
aggregation, both among raters and across performance dimensions. Another
question was that of dealing with idiosyncratic rater responses. It was
also necessary to examine the data to determine the influence of rater
reliability (both intrarater and interrater) and of group effects related
to rater experience and occupational specialty. Finally, there was thé
need to examine the overall question of the level of confidence which could
be attached to the automation index itself, These topics are discussed
below in subsections 3.5.1 through 3.5.5. The automation index and its
application to determining Tevels of automation are presented in Chapter 4.
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3.5.1 Scaling

For reasons presented in Section 3.3, the raters had been instructed
to use a rating scale whose range was 1 to 89. Since the final ranking of
tasks would require a grouping fnto only about four or five Tevels, the
original scores had a sizeable built-in compression ratio. In effect, the
situation had been contrived so as to provide the rater with an opportunity
to impose a very high degree of precision in judgment if he was so disposed.
Since there was no intent to use the raw ratings in any absolute character-
ization of the automatability of tasks (or in any algebraic computation),
the nominal precision of the raw scale range was only a concession to the
self-regard of the raters for purpcses of enhancing their cooperation.

In fact, most raters transformed the 1-99 range to a 20 point scale
by using scores divisible by 5. From a sample of scores assigned by each
of 27 raters, 11 raters (about 41%) used numbers other than multiples of
5. (The expected value would, of course, be 80%.) Given this tendency on
the part of the raters and in the absence of a requirement for iigh ranking
precision, it was decided to consider the prospect of simplification to a
20-point scale.

The first analytical step was to characterize the distribution func:
tion of the ratings by the individual raters. Graphic plots were made of
rater scores. Figure 3.5-1 provides examples of the raw score frequency
distributions of three raters on a 20-interval scale. The distribution of
raw scores for all raters is given in Appendix D.

Certain response tendencies are apparent in the graphs. Rater 1,
for example, has a clear tendency to operate with a ten-point scale. The
overall distribution is skewed to the low side. Rater 11 shows the same
tendency to avoid scores ending in the numeral 5. In his case the distri-
bution is slightly skewed to the left, bi-modal, and inverted: (We shall
have occasion to return to Rater 11 in the following section as an example
of the effects of various transformations.) Rater 12 presents a distribu-
tion rather markedly skewed to the high end. However, here‘the distribution
is uni-modal and without a pronounced numeral selection tendency.

An examination of the raw scores of other raters confirmed that, with
the exception of the tendency to prefer certain numbers, no uniform pattern
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Figure 3.5-1 Twenty-Intarval Raw Score Distrihutian for

a Sample of Three Raters
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of modality or skewness was present. Additional evidence on this matter
is presented in capsule form in Table 3.5-1 which contains the raw score
mean and standard deviation for all raters. The average standard devia-
tion is 23.6. The difference between the highest and lowest means is 51.8
points, which is very high. One would conclude that there were strong
individual-differences effects. However, it is also clear that the prob-
Tem of heterogeneity of variance does not arise in this set of data.

The picture provided by the distributional analyses led to the ten-
tative conclusion that there might be a problem of individual magnitude
preference. In other words, some raters appeared to prefer high numbers,
others low numbers, others both high and low but not middle value numbers,
and so forth. Since the ratings were based on highly particularistic
associations, 1t was possible to retain the working hypothesis that these
tendencies did not necessarily reflect a prejudice in -task allocation to
either man or machine but that the phenomenon was simply an artifact of
the procedure,

The accepted general method for resolving such anomolies is by nor-
malization and standardization of the raw scores (Chronback, 1960, p. 83 ff).
Several opticns were available. The first tried was within?rater nor-
malization {z-score transformation) and standardization to a nine-point
scale (i.e., a stanine transformation to avoid negative decimal fractions
and to compress the data).

An example of the transformation to normalized standard scores for
Rater 11 is presented in Figure 3.5-Z. Several characteristics can be
noted. First, the gross bi-modality in the raw score distribution has
been substantially muted but not completely eliminated, However, the pre-
cision or discriminative power of the scores has clearly been impaired
because of the complete elimination of extreme scores. (Score intervals
1, 8 and 9 are empty.) '

Other tests were made of the discriminative power of the z-stanine
transformed scores by a check of the transformed scores against instances
of extreme raw scores. For example, Rater 1 had 38 scores in the 1-5 range.
In each case, the stanine score was 3. Rater 1 also had 11 scores between
85-99, which converted to a stanine score of 8. When the analysis was
enlarged to cover a sample of ten raters, the effect was somewhat less
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Table 3.5-1 Analysis of Raw Score Distribution for all Raters

rater | fber of | mean | e
1 770 55.6 31.0
2 768 57.2 27.7
3 730 50.3 32.3
4 710 £8.5 28.8
5 648 55.6 30.6
6 767 78.2 19.3
7 770 74.8 18.2
8 770 63.4 28.2
9 764 64.8 23.7

10 770 60.2 28.4
11 770 60.5 20.8
12 770 33.6 22.1
13 770 74.8 18.4
14 770 75.6 19.9
15 765 36.7 16.2
16 769 39.2 19.6
17 770 70.7 21.4
18 768 52.6 24.2
19 770 76.1 27.2
20 770 66.8 19.7
21 770 ' 85.4 19.4
22 770 51.1 27.1
23 770 36.1 22.2
24 770 75.5 21,1
25 770 59.1 28.7
26 761 » 75.8 22.9
27 501 43.9 23.9
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pronounced but more easily tested. Thus, the total number of ratings for

all ten raters was 3529. For a distribution of this size, the normalization
process should yield 61 scores of 1 and 61 scores of 9. The actual frequency
of scores of 1 was 60, but the frequency of scores of 9 was only 14, This
revealed an artifact of the normalization; those raters whose raw scores
clustered on the high end of the scale generated transformed sceres on the
low end of the scale. 1In other words, the thrust of the original ratings

was to some degree reversed by the normalization.

The data were examined in an attempt to counter these problems while
retaining the benefits of normalization-standardization. The analysis
revealed that each rater had distinct scoring pafterns for each performance
capability. That is, their scores were consistently high for one capability
and low for another. The question then arcse as to whether these variations
between capabilities were cansistentvacross raters, Table 3.5-2 shows
there was a mixture of effects. There was a general tendency to rate
1nterpfet1ng low on the scale. The rankings of the other capabilities
appeared to be more evenly distributed; but when the correiation of rank
order and capabilities across raters was tested by the Spearman r Method,

a valtue of 0.70 was obtained, which indicated substantial agreement among
raters, While not clearly a population stereotype, this effect constituted
a response bias that could be ameliorated, thereby allowing retention of
the standard score treatment.

The scaling treatment suggested by this analysis was to normalize
within each capability for each rater. The resulting z-score could then be
standardized and used as such, or it could form the base score for some
other type of aggregation.

3.5.2 Aggregation

Any form of algebraic manipulation or transformation of scores
instigates the phenomena of regressign toward the mean, which represents
a potential loss of discriminability. On the other hand, transformation
has the advantage of increasing the stability of scores, Thus, the problem
could be stated as how to minimize loss of variability {constituting loss
in discriminability) while attempting to adduce a summary index for each
task by aggregating scores across capabilities and across raters. The



Rater

0 ~N o B W D

RS T A T S T S T LS T 1 TR o0 TR N, Y [ [ S U S R R

Page 3.5-8

Table 3.5-2 Raw-Score Avefages for Each Capability

Capabitity
. |Information Decision Storing/
Morijtoring | Sensing Processing [Interpreting Making Retrieving
57.8 52,1 59.4 50.8 52.4 59.6
42.4 48,6 59.9 47.0 70.4 55.5
51.0 49.3 49,2 45,0 56.2 51,7
71.8 74.6 65,0 58.2 79.7 69.6
67.0 61.7 60.9 51.0 54.3 50,0
84.1 68.5 75,1 77.6 84.0 78.3
66.2. 68.2 67.4 78.9 79.8 80.1
63.5 63.2 63.4 53.7 64.7 74,1
83.6 72,2 66,3 60,6 56.1 71.0
66.6 73.1 59.4 42.4 72.2 64.2
66.8 54.6 47.0 64.2 65.4 72,4
43,1 40,5 30.4 30.2 34.9 36.9
75.5 74,3 74.8 75.3 76.7 72.1
75.1 77.3 76.6 77.6 75.2 71.8
25.0 26.3 45,2 29.8 40.1 32.6
36.8 42.0 41.6 40.4 37.9 35,3
71.1 56.7 75,5 69.6 77.6 59,8
64.8 63.6 51.8 48.6 56,1 48.4
83.1 81.7 77.9 72.2 74.2 77.0
67.2 64.3 69.1 65.5' 65,2 67.2
86.4 80.3 85,2 84,2 86.0 87.6
46,3 52.3 52.0 50.2 46.§ 56,8
19.1 23.9 32,3 22.8 26,4 22.2
77.3 74.6 74,0 77.5 77.9 172.6
55.9 50.2 62.6 54.1 50.2 73.6
74.4 81.2 76.5 75.2 70.1 81.4
40.6 36.5 46.1 41.3 42.2 47.9
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ancillary problem was how to retain an indicator of the amount of‘varﬁabilu‘
ity between capabilities and between raters that would otherwise disappear
by aggregation. The major complication associated with this ancillary
question arose from the fact that different tasks were rated on different
capabilities and on different numbers of capabilities (i.e., some capabil-
ities were not relevant to some tasks), It will be recalled that six
capability designations were used, Of the 265 tasks rated, two were rated
on all six capabilities, 17 were rated on five capabilities, 73 were rated
on four capabilities, 84 were rated‘on three capabilities, 40 were rated on
two capabilities, and 49 were rated on only one capability.

Confronted with the need to make a trade-off between discriminability
and stability, the approach was to seek a method which would allow both
objectives to be at least partially met. ThreeAbasic choices were availabie.
The first was aggregation on the basis of raw scores. This would have the
advantage of retaining all the discriminability inherent in the scores.
However, because of the distributional variations of individual rater's
scores and the tendency to use different ranges for different performance
capabilities, the stability of an aggregate based on raw-score was dubious.
In effect, this would have meant a complete sacrifice of stability for
discriminability -- clearly an undesirable choice, Nevertheless, it was
decided to compute a raw-score aggregate anyway, primarily as a way of
assessing the effects of the other two forms of aggregation.

The second choice was the method customarily employed by Stevens in

his studies of magnitude estimates. The variability of magnitude estimations
in cross-modality matching has been found to grow approximately in proporticn
to the physical magnitude of stimuli and to produce distributions that are
roughly log normal. Consequently, the geometric mean of raw scores for each
task would be an appropriate form of aggregation. This method of averaging
would also -have the advantage that, despite the different ranges of numbers
used by different raters, no normalizing of scores would be needed prior to
averaging. This was an acceptable and attractive option, and it was decided
to employ the geometric mean as one type of aggregation.

The third possible method was transformation of raw scores to standard
scores, with the arithmetic mean of the latter used as the aggregate index.
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As noted in subsecticon 3.5.1 above, z-score transformation would have the
effect of reducing the variability across capabilities for each conjunc-
tion of rater and task, It would also reduce the variability between tasks
for each rater and the variability between raters.

Within this basic method there were several options as to the order
in which the steps of averaging and transformation to a standard scale were
to be taken, CQne possible technique was to aggregate z-scores across both
capabilities and raters, to obtain the mean z-scores and, finally, to
transform them to a standard 20-point scale. A disadvantage of this pro-
cedure was that the resultant summary score would have been a whole number,
which would automatically create many ties between task rankings and great
loss of discrimination in the middle range. The other undesirable effect
of this procedure was that the index of variability within tasks (the
standard deviation) would not be on the same scale as the summary score,
j.e., it would be the standard deviation of the z-scores.

Other available techniques were: (1) average z-scores across capabi-
Tities, transform to a standard scale, and average standard scores across
raters; (2) average z-scores by capability across raters, transform to a
standard scale, and average the standard score across capabilities; or
(3) transform directly to the standard scale and average across both capa-
bilities and raters simultaneously. The last procedure appeared best for
the following reasons. It would lead to a discriminate index which could
legitimately be carried to two decimal places. It would yield a measure
of variability that reflected variations across raters in the same scale
as the task automation index itself. It would produce a second-order index
of variability (in the form of the Standard Error of the Mean) which would
compensate for the difference in the number of scores aggregated for each
task.

To summarize, three forms of aggregation were selected. The geometric
mean of raw scores by task and the arithmetic mean of standard scores by
task were the two which offered the most promise. The arithmetic mean of
raw scores, while unsatisfactory because of its instability, was also to
be used, primarily as a check on the other two.
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3.5.3 Idiosyncratic Response

While the instructions to the raters generally suggested a forced-
choice form of response, the raters were offered the options of declining
to rate some task-capabi]it& conjunctions or, conversely, to provide a
rating where none was asked for. In a few cases, raters chose tc avail
themselves of one or both of these options, In doing so, the rater was

imposing a weighting scheme on the scoring.

In all, 770 ratings were called for from each of the 27 raters,
making a total of 20,790 expected responses. Of these, 550 were deleted
by the raters*, and 130 were inserted on the raters' initiative. For the
primary analysis, deletions were simply bypassed, and rater-initiated scores
were not included., ‘However, the information implicit in these actions
on the part of the expert raters was not discarded. The utilization of this
information took two forms. First, the independent actions of the raters
were taken as possible symptoms of problems in the rating instrument. If
any pattern of idiosyncratic response by raters was discernable from a
particular task, it could be inferred that either the original assignment of
relevant capabilities was erroneous or that the task description itself was
faulty. In other words, deletions and rater-initiated responses were taken
as quality control indicators and were used to flag troublesome data items.
Second, the idiosyncratic responses were to be used as an ingredient in the
index of confidence for each task rating. (See subsection 3.5.5 below.)
It was anticipated that any serious errors in the rating instrument would be
revealed by the confidence index. If task items were to show both deviant
confidence index values and instances of rater initiative, there would be
& Cclear case for isclating such tasks from the primary analysis.

The rater initiated responses were highly scattered among the 265
tasks. As a whole, additions amoupted to less than 1% of the scores
and deletions comprised less than 2%. Thus, the impact of these initiatives
was nominal with respect to the automation index. The scattering of response
was such that only 23 of the 265 tasks were modified in any way by more than
two raters, '

* It should be noted that two raters contributed 395 of the 550 omissions.
The remaining 25 raters deleted an average of 6.2 ratings from the set of
770 - or less than 1%. Nine of the raters made no modifications at all.
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The tasks listed below are those with two or more rater-initiated

deletions or insertions. The disposition of these items and an explan-
ation of the probable reasons for idiosyncratic responses by raters are
presented in Section 4.1 with the discussien of the autemation index.

Table 3.5-3 Tasks With Rater-Initiated Deletions or Inserticns

Task No. Title

1.3.3 Transmif Requested Information Via Telephone '

3.1.2 Specify Aircraft and Pilot Information

4.4,2 Cancel Flight Plan

6.1.4 Request Aircraft Identity ~

6.3.2 Compute Short-Range Extrapolations

7.1.4 Compare Intended Time-Position Profiles For Intersec-
tions in x, y, h, & t

7.1.5 Propose Revised Flight Plan to Correct Long-Term
Conflicts Among Flight Plans N

8.2.4 Transmit Performance Change Message to Pilot

9.1.1 Determine Identity and ETA of Arriving Aircraft

9.3.2 Allocate Blocks of Time for Arrivals and Departures

11.1.2 Determine Requirements for Further Vectoring

11.2.1 Measure Course and Distance

11.4.1 Compute Heading Command

11.4.2 Compute Airspeed Command

11.4.3 Compute Vertical Speed Command

12.1.5 Compile Special Response to Request

12.2.7 Correlate Present Position with Distributioﬁ Position

12.3.1 Determine Endangered Aircraft

13.1.3 Correlate Aircraft Position With Airspace Structure
Boundaries

14.3.4 Retrieve Required Data

17.7.3 Retrieve Affected Data Base Item

17.8.3 Retrieve Affected Data Base Item

17.11.1 Determine Requirement for Preformatted Data Modules
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3.5.4 Interrater Reliability and Group Effects

One of the possibilities that had to be considered was that instead
of giving their true appraisal of each task, raters had responded to pre-
conceptions arising from their experience or present work. In other words,
it seemed possible that various group-affiliation effects could be the
source of some consistent bias in the ratings. This possibility was
checked by using rater background as the test variable in two analyses
of variance.

In the first instance, raters were grouped by organizational affilia-
tion. Three groups were compared: raters from DOT/TSC, from FAA/NAFEC,
and from contractor organizations. The results of the analysis of variance
are presented in Table 3.5-4. '

Table 3,5-4 Analysis of Variance Due to Organizational Affiliation

Organization No. Raters Group Mean F
DOT/TSC - 5 64.8
FAA/NAFEC 15 59.3 . 0.256
Contractor 7 58.5

The raw score average of the five raters from DOT/TSC is the
highest, 6.3 points higher than the lowest group, contractor personnel,
However, all three averages are well within the boundaries of a common
popuiation as indicated by the F-ratic of 0.256. Given the number of
groups and the number of raters in each group, an F-ratio of 19.45 or
larger is required to reject, at the 5% confidence level, the hypothesis
that the sample groups come from the same population.

In the second test, raters were grouped by their occupational
specialty. Again, three groups were formed: ATC oberations, computer
applications, and human factors/systems engineering. The results are ‘
set forth in Table 3.5-5.
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Table 3.5-5 Analysis of Variance Due to Occupaticnal Specialty

Specialty W No. Raters Group Mean F
ATC Operations 12 67.7
Computer Applications 6 . 58,8 | 3.453
Human Factors/Systems 9 50.8

In this case, a s1ight trend is apparent in the raw score averages,
but.it is far from pronounced enough to be verified by the F-ratioc
(F = 3.453 whereas F.05 = 19.45). It is of some interest tc note that
raters from a background of computer applications are centered between the
two other groups in a situation where those with computer experience
might be expected to show a bias toward higher scores, i.e., toward more

automation.

In brief, the two analyses revealed no basis for concern that the
raters showed prejudicial tendencies in any consistent way in their assign-
ment of task ratings.

A second, and much more troublesome, possibility was that the raters
were entirely idiosyncratic in their responses. If such were the case,
the vatidity of the whole rating procedure would be in doubt. The standard
test for such a condition is the statistic of interrater reliability, which
tests the correlation among raters on an item-by-item (task-by-task) basis.
[t is somewhat rare to have a body of data involving such a Targe number
of raters, Most reliability tests are predicated on a comparison of just
two raters, where standard correlational formula can be used. When more
than two raters are involved, it would be possible to compare each rater
with each of the others or to compare each rater with the average of the
other raters by standard correlationail methods. However, either procedure
would be both cumbersome and susceptibie to ambiguous interpretation, A
preferable approach has been developed by Ebel through a modification of a
standard Spearman-Brown formula (Guilford, 1956). The process leads to
computation of a ratic which is algebraically equivalent to the standard
correlation coefficient (r).
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The Spearman-Brown :(Ebel) coefficient of reliability among the 27
raters was 0.822, The computation used the standardized mean scores per
task for 247 tasks, i.e., the.matrix was composed of all tasks which has
been rated by all raters. The 18 tasks which had not been rated by all
raters were deleted to simplify the calculation. The coefficient 0.822
is well within acceptable 1imits (e.g., rigorous cut-off at r <« 0.600)
and indicates remarkably high agreement among raters., From this test, it
can be concluded that the rating procedure was highly reliable.

3.5.5 Confidence of Task Rankings

The automation index for each task was a composite or average score
across raters and capability dimensions. Confidence in the task automation
index was, therefore, a matter of the variability among the aggregated scores.
The basic proposition for confidence analysis was that, if the overall
variability were low, i1t would be possible to attach substantial confidence
to the automation index. Conversely, if variability were high, it
could be deduced that there was a problem associated with the rating

process and that there should be weak confidence in the resulting automation
index.

There were two potential sources of variability in the ratings. First,
there could be differences of opinion among the raters with respect to
the scores assigned for any given performance capability in the task. That
is, raters could exhibit either disagreement or consensus along a given
capability dimension. The other source of variance lay in the possible
"disparity among the group scores across the different performance
capabilities associated with the task. This disparity, or lack of
consistency, would be demonstrated, for example, if the mean ratings -
for sensing were low and the mean ratings for information processing
were high for a particular task.

For the purpose of analysis, the two scurces of variability were
designated consensus and consistency. Consensus was a property manifested

by raters along a given performance dimension. Consistency was a property
of the ratings across performance capabilities. Since both consensus and
consistency could be either high or low, it was possible to define four
conditions:
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1. High confidence (high consensus and high consistency)
2. Medium confidence (high consensus but Tow consistency)
3. Medium confidence (low consensus but high consistency)
4. Low confidence (low consensus and low consistency)

The strategy for confidence analysis was first to compute the
overall variability across raters and capabilities for each task automation
index. If the overall variability was low, it was assumed that the
ratings exhibited high consensus and high consistency, and so were accorded
high confidence. If, on the other hand, the overall variability was
high, the automation index was regarded as suspect and subjected tc further
analysis to isclate the source of variability.

The first step in this analysis was to determine whether the
variability lay in the area of Tow consensus or low consistency or both.
There was also a special case to be considered. If the task ih question
had been rated on only cne capability, it was obvious that there could be
no variability in consistency and that the problem had to lie in the
realm ¢f consensus. Such cases were routed to a subsidiary analytic
channel.

The variability associated with those tasks rated on two or more
capabilities were broken down by a methed based cn the conventional
analysis of variance. The magnitude of the variance due to interrater
differences was compared by direct inspectien with the magnitude of the
variance due to differential scoring of capabilities. This allowed the
suspect tasks to be assigned to one or the other of the medium confidence
subsets or to the Tow confidence category.

After such assignment, thé task in question was examined by non-
statistical means to attempt to determine the source of difficulty. The
logic was that the high consensus/1ow consistency cases probably stemmed
either from a fau1fy task analysis (i.e., the task incorporated disparate
components which should have been treated as separate tasks) or from an
erroneous designation of performance capabilities. The low consensus/
high consistency cases (which included the above mentioned special cases
of low consensus on a single dimension) were more challenging. One
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possible explanation was that the task description was not sufficiently
clear and that raters were confused as to what type of performance attri-
butes were required. Alternatively, it was possible that the task rep-
resented a controversial area of automation and that the divergence of
opinion denoted the need for special study, (e.g., through man-in-the-loop
simulation). The low consensqs/]ow consistency cases were taken to be a
frank failure of the rating procedure. The infrequent occurence of the

Tow confidence ratings (10 of 265 tasks, or 3.8%) was, however, encouraging
in that it suggested the overall success of the rating procedure.

For all the medium and Tow confidence task ratings, the procedure
was tc resolve the problem by restudy of the task descriptions and perfor-
mance requirements and to make an automation assignment on logical grounds.
Most often, the solution was to consider the functional context of the task
and to assign the task to an automation level consistent with other associ-
ated tasks. The tasks with questionable ratings are identified and
discussed in Section 4.1.

3.5.6 Summary of Data Analysis Procedures

The following is a list of the data processing routines and statistical
measures employed to develop and test the index of automation, unless cther-
wise indicated, the term "mean" refers to the arithmetic mean. An asterisk
denotes a critical end product, i.e., one of the three forms of the auto-
mation index. See also Appendix F for a statement of mathematical defini-
tions and formulae. |

1. Computations Based on Raw Scores:

A. Distribution function per rater
Overall distribution function

B

C. Mean and standard deviation per rater
D. Overall mean and standard deviation

E

Mean and standard deviation for capability category per
rater

a

Overall mean and standard deviation per capability category

*G. Mean, standard deviation and standard error of the mean
per task

*H. Geometric mean per task
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Transformation of Scores
A. Computation of Z-score matrix based on the standard
deviation per capability per rater

B. Transformation of Z-score matrix to a 20-interval
standard scale

C. Compilation of a standard-score matrix
Computations Based on Standard Scores

A. Mean and standard deviation per rater

B. One-way analysis of variance for group bias effects
C. Mean per task per rater
D

Spearman-Brown interrater reliability using all task
means per rater

*F, Mean, standard deviation and standard error of the mean
per task
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4.0 LEVELS OF MAN-MACHINE ALLOCATION

4.1 AUTOMATION INDEX

The objective of the rating procedure and the extensive data analysis
was to develop a reliable discriminant measure of the ordinal position of
air traffic control tasks along a continuum of man-machine performance
capability. This measure, designated as the automation index, was intended
to provide a way of ranking tasks with respect to the priority of consider-
ation for assignment to automated resources. It has been pointed out
earlier, but must be reemphasized, that the automation index is not to be
interpreted in an absolute sense. [t does not purport to show that
tasks should be automated cr, conversely, reserved for human performance,
Rather, the automation index is a way of identifying the order in wh{ch
candidate tasks should be examined. Thus, for any level of automation
which may be postulated, the automation index helps to isolate from the
entire functional gamut those tasks which, in terms of the type of required
performance attributes, are most 1ike each other. In short, the automation
index is intended to serve not-as a substitute for conventional system '
analysis but as a framework to guide the analytic process.

In the earlier discussion of the strategy for aggregation of indivi-
dual ratings (subsection 3.5.2), it was subgested that there were three
possible-methods for deriving the automation index. They were: 1) the
arithmetic mean of raw scores, 2) the geometric mean of raw scores, and
3) the arithmetic mean of the converted scores, each on a per task basis.

It was also stated that the desirable properties of the automation index
were discriminability among tasks and stability (reliability) across raters.
Tests of the automation indices developed by each of these methods indicated
that the geometric mean provided the best balance of these two properties.
Consequently, whenever the term automation index is used hereafter, it
refers toc the geometric mean of the ratings assigned by all raters for all
performance capabilities in a given task, where the geometric mean is de-
fined as the nth root of the product of n terms.
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The discussion which follows addresses itself to three topics. First
is a presentation of the automation indices for the 265 generic air traffic
control tasks. Next is an examination of the statistical evidence sup-
porting the confidence level of task rankings ¢btained by the automation
indéx. Finally, there is a brief interpretation of the findings and an
explanation of the disposition .of certain anomalous cases.

4.1.1 Task Ranking by Automation Index

Computation of the automation index for the 265 tasks produced values
with a range of 18.51 to 77.32, providing nearly a 60-point scale. The
direction of the scale is such that the higher values represeﬁt tasks which
the raters beljeved to require the more machjne-]ike performance attributes.
The lower values indicate rater opinion that man-like performance is re-
quired. Once more, the reader is cautioned that the automation index is
to be interpreted only as a relative scale and that no absolute categori-
zation of automatability is to be imputed to the values obtained.

Tables 4.1-1 and 4.1-2 on the following pages provide listings of
task automation indices. Table 4.1-1 contains the automation index and
ranking for tasks Tlisted serfaily by function. The same information is
given in Table 4.1-2, but with the tasks rearranged by rank order of auto-
mation index. In each table the'ranking is from highest to lowest auto-
mation index value, i.e., from most to least automatable.

Figure 4.1-1, which appears on bage 4.1-24, shows the tasks arrayed
on an ordinal scale, thereby allowing the reader to see more readily how
tasks cluster by automation index. Figure 4.1-1 has been prepared such
that it may be folded out alongside Table 4.1-1 or Table 4.1-2 for ease
of comparison.

For the reader interested in comparing the automation index based on
the geometric¢ mean with those derived from mean raw scores or mean con-
verted scores, see Appendix E.
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TABLE 4.1-1 AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS
i TITLE AI* | RANK
FUNCTION 1.0 - PROVIDE FLIGHT PLANNING INFORMATION
1.1.1 | Accept Data Link Reguest 52.1 83
1.1.2 | Accept Telephone Request 40.7 145
1.1.3 | Enter Request into System 42,0 142
1.2.1 | Select Preformatted Reply 44.2 131
1.2.2 | Retrieve Information Requested 54.9 67
1.3.1 | Compile Non-Preformatted Response 42.6 139
1.3.2 | Display Information Requested 52.1 83
1.3.3 | Transmit Requested Information via Telephone 36.7 156
. | FUNCTION 2.0 - CONTROL TRAFFIC FLOW
2.1.1 | Select Terminal or Jurisdiction and Time Period to be | 45.6 | 122
Considered _ ‘
2.1.2 | Determine Effects of Weather‘on Capacity 47.8 1
2.1.3 | Determine Effects of Airspace Restrictions on 45.1 125
Capacity
2.1.4 | Determine Effects of Ground Equipment Capability and | 44.6 128
Status on Capacity .
. Determine Effects of Flight Hazards on Capacity 0.8 144
L. Determine Total Effect on Capacity 53.6 75
.2.1 | Determine Jurisdiction/Terminal Pemand Due to 58.5 47
Commercial Schedules
2.2.2 | Process and Store Reservations 56.2 59
2.2.3 | Determine Jurisdiction/Terminal Demand Due to 58.4 48
Reservations :
2.2.4 | Determine Total Jurisdictidn/Tenﬂina1 Demand 1 69.7 42
2.3.1 | Compare Capacity with Demand 53.6 75
2.3.2 | Determine Origins of Demand in Capacity Overload 49.9 97
Situations » '
2.3.3 | Determine What Number of Aircraft are to be Delayed 60.2 39
for What Period of Time '
.3.4 | Determine where delays are to be Absorbed 61.9 34
3.5 | Formulate Flow Control Directives 66.5 20

*Al - Automation Index
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)
TQSK TITLE Al RAMNK
| .
FUNCTION 3.0 - PREPARE FLIGHT PLAN
.1.1 | Specify Desired Destination and-Route Information 37.3 155
1. Specify Aircraft and Pilot Information 25.5 169
. Specify Type Flight Plan and Special Services 25.7 168
Desired
3.2.1 | Obtain Qperational, Environmental, and Regulatory 46.2 119
Information for Desired Route and Destination : :
3.2.2 | Determine Modifications Required to Make Preliminary | 46.5 117
Flight Plan Consistent with Operational, Environ-
mental and Regulatory Information
3.2.3 | Determine Effects of Required Modifications on 49.4 99
Flight Intentions
.3.1 | Compile Flight Plan 44.7 127
3.2 | Check Flight Plan for Internal Consistency 39.8| .149
3.3 | Submit Flight Plan 19.4 175
FUNCTION 4.0 - PROCESS FLIGHT PLAN
4.1.1 | Determine Points for Which ETOV's are to be 40.4 146
Computed
.1.2 | Compute ETOV's/ETA 52.3 81
.2.1 | Compare Flight Plan with Aircraft Capability and 32.1 152
Status
4.2.2 | Compare Flight Plan with Operational and Environ- 45.2 124
mental Conditions
.2.3 | Probe for Conflicts among Flight Plans 48.8 104
2.4 | Compare Flight Plan with Flow Control Directives 47 .1 114
and Guidelines o
4.2 Compare Flight Plan with Rules and Procedures 40.3 147
4.2. Compare Flight Plan with Fl1ight Progress 44.] 127
4.2.7 | Compare Flight Plan with User Class/Pilot 32.1 165
Qualifications
4,2.8 | Compile List of Discrepancies 37.9 154
4.2.9 | Determine Flight Plan Priority i 40.3 147
4.2.10( Determine Acceptability of Flight Plan 43.9 132
4.2.11| Identify Flight Plans That Must be Modified as a 50.4 94

Result of this Approval
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TABLE 4.1-1 AUTOMATION "INDICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)
TRSK TITLE AT | RANK
NO. .
4.2.12 | Inform Pilot of Flight Plan Approval | 24.2 171
4.2.13 | Determine Special Services Required 34.5 159
3.1 | Determine Changes Required to Make Flight Plan 52.7 78
Acceptable
4.3.2 | Determine Responsibility to Modify the Flight Plan 40.2 | 148
4.3.3 | Inform Pilot of Unacceptable Flight Plan 22.3 173
4.3.4 | Compile Modified Flight Plan 45.7 121
4.4.1 | Receive and Enter Pilot's Response 27.3 | 166
4.4.2 | Cancel Flight Plan 18.5 176
4,24,3 | Designate Responsible Jurisdictions 48.0 103
4.4.4 | Designate Communication Links between ATM and 43.8 1 133
Aircraft
FUNCTION 5.0 - ISSUE CLEARANCES AND CLEARANCE CHANGES
5.1.1 | Determine if Identification Code Assignment is 44.17 127
Required
5.1.2 | Compare Flight Progress with Clearance Limit and 54.5 70
EFC Time -
5.1.3 | Determine Pilot Intentions following Missed 39.6 150
Approach
5.2.1 | Assign Identification Code 56.2 59
5.2.2 | Determine Clearance Tolerances 51.4 88
5.2.3 | Determine Clearance Limit 59.2| 45
5.2.4 | Determine Required Clearance Instructions 55.6 61
5.3.1 | Compile Clearance to be Issued 55.5 62
5.3.2 | Transmit Clearance Message 24.4 170
5.3.3 | Receive Acknowledgment of Clearance 36.0 157
FUNCTION 6.0 - MONITOR AIRCRAFT PROGRESS
. 6.1.1 | Receive/Enter Correlated Position and Identification | 68.6 13
6.1.2 | Receive/Enter Position 71.0 8
6.1.3 | Correlate Position and Identification 53.7 74
6.1.4 | Request Aircraft ldentity 34.0 161
6.1.5 | Assign Arbitrary Aircraft Identification 44.3 130
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)

| . TITLE Al RANK

6.2.1 | Initiate Aircraft Actual Time-Position Profile 50.4 94

6.2.2 | Update Aircraft Actual Time-Position Profile 56.3 58

6.3.1 | Derive Rate of Change of Position 56.5 62

6.3.2 | Compute Short-Range Extrapolations 77.3 1

6.3.3 | Compute Long-Range Extrapolations 76.5 2

6.4.1 | Determine Aircraft Readiness h8.5 47

6.4.2 | Detect Aircraft Emergencies 62.8 31

6.4.3 | Determine Nature of Emergency 58.5 47

6.4.4 | Receive and Enter Aircraft Status Changes 50.4 94

6.4.5 | Update Aircraft Status 43.4 135

6.4.6 | Receive and Enter Reports of Aircraft Capability 49.1 | 101
Changes

6.4.7 | Update Aircraft Capability 50.0 96
FUNCTION 7.0 - MAINTAIN CONFORMANCE WITH FLIGHT PLAN

7.1.1 | Specify Time Period to be Checked 46.3 118

7.1.2 | Construct Pairs of Flight Plans to be Compared 70.1 9

7.1.3 | Select Relevant Portion of Each Pair Member's 53.9 72
Intended Time-Position Profile

7.1.4 | Compare Intended Time-Position Profiles for Inter- 62.8 31
sections in x, y, h &t

7.1.5 | Propose Revised Flight Pian to Correct Long-Term 61.5 35
Conflicts among Flight Plans

7.2.1 | Determine Aircraft's Intended Present Position 52.3 81

7.2.2 | Compute Deviations between Aircraft's Intended 73.5 4
and Actual Present Position .

.1 | Determine Aircraft’s Intended Future Positions 59.8 41
.2 | Compute Short-Range Deviations {in x, y, h) from 68.6 13

Flight Plan

7.3.3 | Compute Long-Range Deviations (in t) from Flight 66.9 18
Plan

7.4.1 | Compare Deviations with Tolerances 60.8 37

7.4.2 | Inform Pilot of Qut-of-Tolerance Deviations 23.5 172

7. Receive Pilot's Response Concerning Resolution of 42.0 142

Qut-of-Tolerance Present and/or Long-Range
Deviations
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS (cont{d)

Tﬁg*} : TITLE . Al RANK

7.4.4 | Develop Flight Plan Revisions to Correct Qut-of- 163.3 76
Tolerance Deviations
FUNCTION 8.0 - ASSURE SEPARATION OF AIRCRAFT

8.1.1 | Select Airspace Volume and Time Frame 57.3{ 53

8.1.2 | Predict Aircraft Paths ' 65.2 | 25

8.1.3 | Identify Path Prediction Profiles for the Airspace 66.2 21
and Time Frame

8.1.4 | Pair Path Prediction Profiles for Conflict Comparison { 65.6 24

8.1.5 | Determine Conflict Probability for Each Pair 71.4 7

8.1.6 | Determine Conflict Imminence for Each Pair 72.4 5

8.1.7 Determine-Action-Required 68.8 12

8.1.8 | Monitor for Unexpected Deviations 62.1 33

8.1.9 | Determine if Action Classification has been Updated 52.4 80

8.2.1 | Hypothesize Performance Changes 58.0 50

8.2.2 | Analyze Performance Change for Conflicts £7.6 16

8.2.3 | Format Performance Change Message 54.8 68

8.2.4 | Transmit Performance Change Message to Pilot ' 42.6 139

8.2.5 | Determine Performance Change Status 49.1 101
FUNCTION 9.0 - CONTROL SPACING OF AIRCRAFT

9.1.1 ! Determine Identity and ETA of Arriving Aircraft 54.9 67

9.1.2 | Determine Identity and ETD of Departing Aircraft 53.7 74

9.1.3 | List Arriving and Departing Aircraft and ETA/ETD 63.3 29

9.2.1 | Determine Airport Capacity |

9.2.2 | Analyze Predicted Schedule for Alternating Periods of | 51.3 89
Excess Demand and Slack

9.3.1 | Analyze Temporal Distribution of Arrivals and 54.9 67
Departures

9.3.2 | Allocate Blocks of Time for Arrivals and Departures 47.3 113

9.4.1 | Compare Predicted Arrival and Departure Times with 62.1 33

- | Runway Schedule

9.4.2 | Change ETA's and ETD's to be Compatible with Runway 62.6 32
Schedule ‘ .

9.5.1 Select Sequence/Schedule Change to be Implemented 51.2 90
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)
TASK ©TITLE AL | RAnK
9.5.2 | Hypothesize Performance Change Required to Implement |53.8 73
Desired Sequence/Schedule
9.5.3 | Check Proposed Performance Change for Predicted 57.2 54
Conflict ‘
9.5.4 | Assess Control Implications of Performance Required 57.2 54
to Implement Sequence/Schedule Change
9.5.5 | Submit Perfprmance Changes within Existing Flight 26.8 167
Plan to Clearance Function
9.5.6 | Propose Revised Flight Plan to Implement Sequence/ 42.8 138
Schedule Change
9.5.7 | Submit Revised Flight Plan for Approval 21.4 174
FUNCTION 11.0 - PROVIDE AIRCRAFT GUIDANCE %
11.1.1 | Determine Desired Position 58.4 48
11.1.2 | Determine Requirements for Further Vectoring 54.7 69
11.2.1 | Measure Course and Distance 52.4 80
11.2.2 | Compute Time Interval 55.6 61
11.2.3 | Compute Ground Speed 67.9 14
11.2.4 | Compute Altitude Difference 64.0 28
11.3.1 | Compute Airspeed 639.9 11
11.3.2 | Compute Vertical Speed 69.9 il
11.3.3 | Compute Heading 65.8 23
11.4.1 | Compute Heading Command 56.7 56
11.4.2 | Compute Airspeed Command 56.6 57
11.4.3 | Compute Vertical Speed Command 56.6 57
17.5.1 [ Compile Vectoring Instructions 54.0 71
11.5.2 | Transmit Vectoring Instructions to Pilot 41.9 143
11.5.3 | Assess Afrcraft Response 55.6 61
FUNCTION 12.0 - ISSUE FLIGHT ADVISORIES AND
INSTRUCTIONS
12.1.1 | Receive Pilot's Request for Information 45.7 121
12.1.2 | Acknowledge Pilot Request for Information 34.4 160
12.1.3 | Select Applicable Preformatted Messages 48.7 105
12.1.4 | Retrieve Information Requested 57.1 55




Page 4.1-9

TABLE 4.1-1 AUTOMATION INDICES FOR AIR'TRAFFIC CONTROL TASKS {cont'd)
TASK TITLE AL | RAIK
12.1.5 | Compile Special Response to Request 42.8 138
12.1.6 | Transmit Preformatted Advisory to Pilot 35.0 158
12.1.7 | Transmit Special Response to Pilot 33.9 162
12.2.1 Evaluate Advisory for Data Content : 58.1 49
12.2.2 | Determine Aircraft to Which Information Applies 52.0 84
12.2.3 | Determine Method of Flight Advisory Distribution 51.0 92
12.2.4 | Determine Distribution Position for Each Identified 53.1 77
Aircraft
12.2.5 | Determine Time of Simultaneous Distribution 51.7 86
12.2.6 | Prepare Transmission Schedule 51.1 21
12.2.7 | Correlate Present Position with D1str1but1on 46.1 120
Position
12.3.1 Determine Endangered Aircraft 51.5 87
12.3.2 | Compile Alert Message 59.9 40
12.3.3 | Transmit Warning Advisory to Pilot 32.7 164
12.3.4 | Receive Pilot's Response 39.2 151
]
'FUNCTION 13.0 - HANDOFF
13.1.1 | Correlate Aircraft Position with Jur1sd1ct1ona1 45.7 121
Boundaries
13.1.2 | Determine Functions to be Transferred 53.7 74
13.1.3 | Correlate Aircraft Position with Airspace Structure 49.5 98
Boundaries
13.1.4 | Receive Pilot's Request for Transfer of 44.5 129
Responsibility
13.1.5 | Determine Acceptability to Jurisdictions Involved 5.2 64
13.2.1 | Determine if Communication Channel Change is Required| 45.2 124
13.2.2 petermine Availability of Appropriate Channels 43.1 137
13.2.3 | Designate Channel to be Used 49.3 100
13.3.1 | Transfer Responsibility for Control 36.7 156
13.3.2 | Compile -Required Information for Clearance Function 51.2 a0
FUNCTION 14.0 - MAINTAIN SYSTEM RECORDS
14.1.1 | Detect Information Requiring Operational Report | 46.8 116
14.1.2 | Retrieve Applicable Operational Report Format 49.0 102
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)

TASK TITLE AT RANK
NO.
14,1.3 | Enter Detected Information 50.8 93
14.7.4 | Determine Necessity for Additional Information 48.9 103
14.1.5 | Retrieve Additicnal Information 49.3 100
14.2.1 Classify Data Elements 53.6 75
14,2,2 | Assign Appropriate Identifiers 55.4 63
14.2.3' | Determine if Data Transform/Reformat is Required 58.9 46
14.2.4 | Transform/Reformat Data Element 59.4 43
14.2.5 | Enter Data Element into Storage £6.8 19
14.3.1 | Determine if Report is Available 52.5 79
14,3.2 | Retrieve Format 48.5 107
14.3.3 | Develop Format 45.5 123
14.3.4 | Retrieve Required Data 53.1 77
14.3.5 | Analyze Data 60.9 36
14.3.6 | Compile Report | 59.3 44
FUNCTION 15.0 - PROVIDE ANCILLARY AND SPECIAL
SERVICES
15.1.1 | Compile/update Description of Special Service 39.2 151
Required
15.1.2 | Monitor Progress of Service 42 .4 140
15.2.1 | Determine Requirement for Special Flight Plan 44.3 130
Priority
15.2.2 | Establish Area of Restriction 44.6 128
15.2.3 | Determine Guidance Service Required 40.7 145
15.2.4 | Determine Special Separation Minima 45.0 126
15.2.5 | Determine Advisories Required 42.3 141
15.2.6 | Determine Necessity for Issuance of NOTAM(s) 39.1 152
FUNCTION 16.0 PROVIDE EMERGENCY SERVICES
16.1.1 | Determine Adequacy of Emergency Description 50.2 85
16.1.2 | Regquest Additional Required Information 47.6 112
16.1.3 | Compile Description of Emergency 46.8 116
16.2.1 | Determine Required Ground Support Assistance 48.6 106
16.2.2 | Determine Assistance Required from Other Aircraft 46,1 120
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AUTOMATION INbICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)

TABLE 4.1-1
TASK TITLE AL | RANK
16.2.3 | Determine Aircraft to Provide Assistance 56. 1 60
16.2. Issue Instructions to Aircraft Providing Assistance 46,1 120
16.2.5 | Determine Required Technical Instructions to Aircraft |52.7 78
in Emergency Situation
16.2.6 | Develop Emergency Flight Plan 60.6 38
16.2.7 | Determine Requirement for Use of Emergency Communica- | 52.2 82
tion Link
16.2. Inform Pilot of Change to Emergency Frequency Link 38.4 153
16.2.9 | Determine Required Guidance Assistance 51.5 87
16.2.10| Determine Required Response to Emergency 41.9 143
FUNCTION 17.0 - MAINTAIN SYSTEM CAPABILITY AND
STATUS INFORMATION
| 17.1.7 | Determine if Weather Observation Report is Required 47.0 115
17.1.2 | Determine if Supplemental Data is Required 43.3 136
17.1.3 | Request PIREP 44,3 130
17.1.4 | Receive Supplemental Data 33.5| 163
17.1.5 | Make Weather Observation Report 47.9| 110
17.1.6 | Transmit Weather Observation Report 47.3 113
17.1.7 | Receive and Enter Weather Information 43.5] 134
17.1.8 | Store Weather Information 71.9 6
17.2.1 | Determine Data Base Item Affected 48.4 108
17.2.2 | Retrieve Affected Data Base I[tem 64.7 27
17.2.3 | Determine Required Change to the Data Base Item 52.7 78
17.2.4 | Purge Affected Data Base Item 44 .5 129
17.2.5 | Format New Data Base Item 48.4 105
17.2.6 | Store Data Base Item 65.0 26
17.3.1 | Determine Data Base Item Affected 48.4 | 108
17.3.2 | Retrieve Affected Data Base Item 64.7 27
17.3.3 | Determine Required Change to the Data Base Item 52.7 78
17.3.4 | Purge Affected Data Base Item 445 129
17.3.5 | Format New Data Base Item 48.4 108
17.3.6 | Store Data Base Item 65.0 26
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS {cont'd)

i TITLE AL | RANK
17.4.1 | Determine Data Base Item Affected 48.4 108
17.4.2 | Retrieve Affected Data Base Item 64.7 27
17.4.3 | Determine Required Change to the Data Base Item 52.7 78
17.4.4 | Purge Affected Data Base Item 44.5 129
17.4.5 | Format New Data Base Item 48.4 108
17.4.6 | Store Data base item 65.0 26
17.5.1 | Determine Data Base Item Affected 48.4 108
17.5.2 | Retrieve Affected Data Base Item 64.7 | 27
17.5.3 | Determine Required Change to the Data Base Item 52.7 78
17.5.4 | Purge Affected Data base Item 44.5 129
17.5.5 | Format New Data Base Item 48.4 108
17.5.6 | Store Data Base Item 65.0 26
17.6.1 | Determine Data Base Item Affected 48.4 108
17.6.2 | Retrieve Affected Data Base Item 64.7 27
17.6.3 | Determine Required Change to the Data Base Item h2.7 78
17.6.4 | Purge Affected Data Base Item 44.5 129
17.6.5 | Format New Data Base Item 48.4 108
17.6.6 | Store Data Base Item 65.0 26
17.7.1 | Monitor COMM and NAV Systems for Status Change 55.4 63
17.7.2 | Activate Standby Equipment 51.8 85
17.7.3 | Retrieve Affected Data Base Item 53.6 75
17.7.4 | Format Mew Data Base Item 51.5 87
17.7.5 | Store Data Base Item 67.8 15
17.8.1 | Monitor Ground Facilities for Status Change 59.2 45
17.8.2 | Activate Standby Equipment 52.0 84
17.8.3 | Retrieve Affected Data base Item 53.6. 75
17.8.4 | Format New Data Base Item 51.5 87
17.8.5 | Store Data Base I[tem 67.8 15
17.9.1 | Receive and Index User Class Information 43.5 134
17.9.2 | Retrieve Affected Data base Item 57.8 51
17.9.3 | Determine Change REquired 55.1 65
9.4 | Purge Affected User Class Data Base Item 46.2 119

17.9.
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TABLE 4.1-1  AUTOMATION INDICES FOR AIR TRAFFIC CONTROL TASKS (cont'd)

fio TITLE AL | RANK
17.9.5 | Format User Class Data Base Item 55.0 66
17.9.6 | Store User Class Data Base Item 66.0 22
17.10.1} Maintain Tallies of Active Flight Plans 67.5 17
17.10.2 | Compile ETD's, ETOV's, and ETA's A 170.0 10
17.10.3 | Store Traffic Data , 74.0 3
17.11.1 | Determine Requirement for Preformatted Data Modules 57.5 52
17.11.2 | Compile Preformatted Data Modules 63.0 30
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTCMATION INDEX

Ranks | AL | TRSK TITLE

1 77.3] 6.3.2 {Compute Short-Range Extrapolations

2 76.5( 6.3.3 |Compute Long-Range Extrapolations

3 74.0117.10.3 |Store Traffic Data

4 73.5( 7.2.2 Cohpute Deviations between Aircraft's Intended and

_ Actual Present Position

5 72.4| 8.1.6 |Determine Conflict Imminence for Each Pair

6 71.9(17.1.8 |Store Weather Information o

7 71.4| 8.1.5 [Determine Conflict Probability for Each Pair

8 71.0] 6.1.2 [|Receive/Enter Position

9 70.1| 7.1.2 |Construct Pairs of Flight Plans to be Compared

10 70.0117.10.2 |Compile ETD's, ETOV's, and ETA's |

11 69.9({17.3.1 |Compute Airspeed

11 69.9(11.3.2 |Compute Vertical Speed

12 68.8| 8.1.7 |[Determine Action Required

13 | 68.6| 6.1.1 [Receive/Enter Correiated Position and Identification
13 68.6| 7.3.2 |Compute Short-Range Deviations (in x, y and h) from

Flight Plan

14 67.9(11.2.3 |Compute Ground Speed

15 67.8|17.7.5 |Store Data Base Item

15 67.8{17.8.5 |Store Data Base ltem

16 67.6] 8.2.2 |Analyze Performance Change for Conflicts

17 67.5|17.10.1 [Maintain Tallies of Active F]ight Plans

18 66.9| 7.3.3 |Compute Long-Range Deviations {(in t} from Flight Plan
19 66.8(14.2.5 |Enter Data Element into Storage

20 66.5| 2.3.5 |Formulate Flow Control Directives

21 66.2| 8.1.3 [Identify Path Prediction Profiles for the Airspace and

Time Frame

22 66.017.9.6 |Store User Class Data Base Item

23 65.8111.3.3 [Compute Heading

24 65.6| 8.1.4 |Pair Path Prediction Profiles for Conflict Comparison
25 65.21 8.1.2 [Predict Aircraft Paths
26 65.0(17.2.6 |Store Data Base Item

26 65.017.3.6 |Store Data Base Item

*The rank

order is from most to least automatable.
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TABLE 4.71-2 RANKING OF AIR TRAFFIC CONTROL- TASKS BY AUTOMATION INDEX (cht'd)

RANK | AI Tﬁgf | TITLE

26 65.0| 17.4.6 |Store Data Base Item

26 £5.0| 17.5.6 |Store Data Base Item

26 65.0] 17.6.6 |Store Data Base Item

27 64.7( 17.2.2 [Retrieve Affected Data Base Item

27 64.7] 17.3.2 [Retrieve Affected Data Base Item

27 64.7| 17.4.2 |Retrieve Affected Data Base Item

27 64.7| 17.5.2 |Retrieve Affected Data Base Item

27 64.7| 17.6.2 |Retrieve Affected Data Base Item

28 64.0] 11.2.4 [Compute Altitude Difference

29 63.31 9.1.3 |List Arriving and Departing Aircraft and ETA/ETD
30 | 63.0( 17.11.2|Compile Preformatted Data Modules

31 62.8| 6.4.2 |Detect Aircraft Emergencies

31 62.8| 7.1.4 [Compare Intended Time-Position Profiles for

Intersections in X, Y, H, & T

32 62.6| 9.4.2 |Change ETA's and ETD's to be Compatible with
{Runway Schedule

33 62.1| 8.1.8 |Monitor for Unexpected Deviations

33 62.1] 9.4.1 [Compare Predicted Arrival and Departure Times
with Runway Schedule

34 61.9] 2.3.4 |Determine Where Delays are to be Absorbed

35 61.5] 7.1. Propose Revised Flight Plan to Correct Long-Term
Conflicts Among Flight Plans

Analyze Data

—_—
o

36 60.
37 60.
38 .| 60.
39 60.

14.
Compare Deviations with Tolerances

16. Develop Emergency Flight Plan

[ LS o2 B « B Vo
-J

W NN W
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Determine What Number of Aircraft are to be Delayed
for What Perjod of Time

40 59.9] 12.3.2 |Compile Alert Message

41 59.8] 7.3.1 |Determine Aircraft's Intended Future Positions
42 59.7| 2.2.4 |Determine Total Jurisdiction/Terminal Demand

43 59.4] 14.2.4 |Transform/Reformat Data Element

44 | 59.3| 14.3.6 |Compile Report ‘

45 59.2| 5.2.3 |Determine Clearance Limit
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX {cont'd)

RANK | Al Tﬁg“ TITLE

45 59.21 17.8.1 |Monitor Ground Facilities for Status Change
46 58,9| 14.2.3 |Determine if Data Transform/Reformat is Required

47 58.5| 2.2.1 |Determine Jurisdiction/Terminal Demand Due to
Commercial Schedules

47 58.5| 6.4.1 |Determine Aircraft Readiness
47 58.5| 6.4.3 |[Determine Nature of Emergency

48 58.4 Determine Jurisdiction/Terminal Demand Due
to Reservations
48 58.4| 11.1.1 |Determine Desired Positien
49 58,1]12.2.1 |Evaluate Advisory for Data Content
50 58.0] 8.2.1 |Hypothesize Performance Changes
51 57.8| 17.8.2 {Retrieve Affected Data Base Item
52 57.5| 17.11.1 |Determine Requirement for Preformatted Data Modules
- 53 57.3| 8.1.1 |Select Airspace Volume and Time Frame
b4 57.21 9.5.3 |Check Proposed Performance Change for

Predicted Conflict

54 57.2| 9.5.4 |Assess Control Implications of Performance Required
to Implement Sequence/Schedule Change

55 57.1112.1.4 [Retrieve Information Requested

56 56.71 11.4.1 |Compute Heading Command

57 56.6( 11.4.2 |Compute Airspeed Command

57 56.6| 11.4.3 |Compute Vertical Speed Command

58 56.3| 6.2.2 |Update Aircraft Actual Time-Position Profile
59 56.2| 2.2.2 |Process and Store Reservations

59 56.2 [ 5.2.1 |Assign Identification Code

60 56.1] 16.2.3"' Determine Aircraft to Provide Assistance

61 55.6| 5.2.4 |Determine Required Clearance Instructions

61 55.6111.2.2 [Compute Time Interval

61 55.6| 11.5.3 |Assess Aircraft Response

62 55.5| 5.3.1 |Compile Clearance to be Issued

62 55.5| 6.3.1 |Derive Rate of Change of Position

63 55.4( 14.2.2 [Assign Appropriate Identifiers

63 55.4 | 17.7.1 [Monitor COMM and NAV Systems for Status Change
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX (cont'd)

RANK | Al Tﬁgﬁ - TITLE
64 55.2] 13.1.5 |Determine Acceptability teo Jurisdictions Involved
65 55.1| 17.9.3 |Determine Change Required
66 55.01 17.9.5 |Fermat User Class Data Base Item
67 54.9| 1.2.2 |Retrieve Information Requested
67 54.9|] 9.1.1 |Determine Identity and ETA of Arriving Aircraft
67 54.91 9.3.1 |Analyze Temporal Distribution of Arrivals
and Departures
68 54.8] 8.2 Format Performance Change Message

69 54.71 11.1.2 |[Determine Requirements for Further Vectoring

70 54.5| 5.1.2 |Compare Flight Progress with Clearance Limit
and EFC Time

71 54.0] 11.5.1 Compile Vectoring Instructions

72 53.9| 7.1.3 |[Select Relevant Portion of each Pair Member's
Intended Time-Position Profile

73 53.8| 9.5.2 {Hypothesize Performance Change Required to
Implement Desired Sequence/Schedule

74 53. 6. Correlate Position and Identification

74 53. 9 Determine Identity and ETD of Departing Aircraft
74 | 53.7| 13. Determine Functions to be Transferred

75 53. 2 Determine Total Effect on Capacity

75 53. Compare Capacity with Demand

75 53.
75 53.
75 53.
76 53.

Classify Data Elements
Retrieve Affected Data Base Item
Retrieve Affected Data Base [tem

Develop Flight Plan Revisions to Correct OQut-of-
Tolerance Deviations

77 53.1 ]2.2,4 Determine Distribution Position for each
Identified Aircraft

77 53.1{ 14.3.4 |Retrieve Required Data

78 52.7| 4.3.1 |Determine Changes Required to Make Flight Plan
Acceptable

78 | 52.7{ 16.2.5 |Determine Required Technical Instructions to
Aircraft in Emergency Situation

78 52.7{ 17.2.3 |Determine Required Change to the Data Base Item
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX (cont'd)

RANK | Al Tﬁg'f TITLE

78 | 52.7| 17.3.3 |Determine Required Change to Data Base Item

78 52.7| 17.4.3 |[Determine Required Change to Data Base Item

78 | 52.7| 17.5.3 |Determine Required Change to Data Base Item

78 52.7117.6.3 |Determine Required Change to Data Base Item

79 52.5| 14.3.1 {Determine if Report is Availabie

80 52.41 8.1.9 |Determine if Action Classification has been Updated

80 52.41 11.2.1 |Measure Course ana Distarce

81 52.3} 4.1.2 |Compute ETOV'sS/ETA

81 52.3| 7.2.1 |Determine Aircraft's Intended Present Position

82 62.2| 16.2.7 |[Determine Requirement for Use of Emergency

Communication Link

83 52.11 1.1.1 [Accept Data Link Request

83 52.1] 1.3.2 |Display Information Requested

84 52.0¢ 12.2.2 |Determine Aircraft to Which Information Applies

34 52.0| 17.8.2 |Activate Standby equipment

85 51.8| 17.7.2 |Activate Standby Equipment

86 51.71 12.2.5 |Determine Time of Simultaneous Distribution

87 51.5} 12.3.1 |Determine Endangered Aircraft

87 51.5| 16.2.9 |Determine Required Guidance Assistance

87 51.5| 17.7.4 |Format New Data Base Item

87 51.5| 17.8.4"|Format New Data Base Item

88 51.4| 5.2.2 |Determine Clearance Tolerances

89 51.3| 9.2.2 |Analyze Predicted Schedule for Alternating Periods
: of Excess Demand and Slack

90 £1.2| 9.5.1 |[Select Sequence/Schedule Change to be Implemented

a0 51.2| 13.3.2 |Compile Required Information for Clearance Function

a1 51.1| 12.2.6 |Prepare Transmission Schedule

92 51.0f 12.2.3 [Determine Method of Flight Advisory Distribution

93 50.8| 14.1.3 |Enter Detected Information

94 50.4} 4.2.17|Identify Flight Plans that must be Modified as a

Result of this Approval
94 50.4| 6.2.1 |Initiate Aircraft Actual Time-Position Profile




Page 4.1-19

TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX {cont'd}

RANK | Al Tﬁg'_( | TITLE
94 50.4| 6.4.4 |Receive and Enter Aircraft Status Changes
85 50.2| 16.1.1 |Determine Adequacy of Emergency Description
96 50.0| 6.4.7 |Update Aircraft Capability
97 49.9 3.2 |betermine Origins of Demand in Capacity
QOverload Situaticns
98 4 49.6f 13.1.3 [Correlate Aircraft Position with Airspace
Structure Boundaries
99 | 49.4| 3.2.3 |Determine Effects of Required Modifications on
F1ight Intentions
100 | 49.3} 13.2.3 ([Designate Channel to be Used
100 | 49.3] 14.1.5 [Retrieve Additional Information
101 | 49.1] 6.4.6 |Receive and Enter Reports of Aircraft Capability
Changes
101 | 49.1| 8.2.5 |Determine Performance Change Status
102 | 49.0| 14.1.2 |Retrieve Applicable QOperational Report Format
103 | 48.9| 14.1.4 |Determine Necessity for Additional Information
104 | 48.8| 4.2.3 |Probe for Conflicts Among Flight Plans
105 | 48.7] 12.1.3 [Select Applicable Preformatted Messages
106 ) 48.6) 16.2.1 |Determine Required Ground Suppert Assistance
107 | 48.5| 14.3.2 |Retrieve Format '
108 | 48,45 17.2.1 |Determine Data Base Item Affected
108 | 48.4| 17.2.5 |Format New Data Base Item
108 | 48.4] 17.3.1 |Determine Data Base Item Affected
108 | 48.4] 17.3.5 |Format New Data Base Item
108 { 48.4] 17.4.1 |Determine Data Base Item Affected
108 | 48.4} 17.4.5 |Format New Data Base Item
108 | 48.41 17.5.1 [Determine Data Base Item Affected
108 | 48.4] 17.5.5 |Format New Data Base Item
108 | 48.4| 17.6.1 |Determine Data Base I[tem Affected
108 | 48.4]1 17.6.5 |Format New Data Base Item
109 | 48,0 4.4.3 [Designate Responsible Jurisdictions
110 | 47.9) 17.1.5 |Make Weather Observation Report
111 47.8|] 2.1.2 |Determine Effects of Weather on Capacity
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CdNTROL TASKS BY AUTOMATION INDEX (cont'd)

RANK | AL | TASK TITLE

NO.
112 | 47.6( 16.1.2 |Request Additional Reguired Information 7
113 | 47.3| 9.3.2 |Allocate Blocks of Time for Arrivals and Departures
113 | 47.3| 17.1.6 [Transmit Weather Observation Report
114 | 47.1| 4.2.4 |Compare Flight Plan with Flow Control Directives

and Guidelines

115 | 47.0| 17.1.1 |Determine if Weather QObservation Repert is Required
116 | 46.8 14.1.1 |[Detect Information Requiring Operational Report
116 | 46.8| 16.1.3 |Compile Description of Emergency
117 | 46.5| 3.2.2 |Determine Modifications Required to Make Prelim-

inary Flight Plan Consistent with Operational,
Environmental and Reguiatory Information

118 | 46.3]| 7.1.1 |Specify Time Period to be Checked

719 | 46.2| 3.2.1 |Obtain Operational, Environmental, and Regulatory
Information for Desired Route and Destination

119 | 46.2] 17.9.4 |Purge Affected User Class Data Base Item

120 | 46.1] 12.2.7 |Correlate Present Position with Distribution Position

120 | 46.1| 16.2.2 |Determine Assistance Required from Other Aircraft

120 | 46.1] 16.2.4 |Issue Instructions to Aircraft Providing Assistance

121 | 45.7| 4.3.4 (Compile Modified Flight Plan

121 | 45.7} 12.1.1 |Receive Pilot's Request for Information

121 | 45.7 13.7.1 |Correlate Aircraft Position with Jurisdictional

Boundaries

122 | 45.6] 2.1.1 |Select Terminal or Jurisdiction and Time Period
to be Considered

123 | 45.5| 14.3.3 [Develop Format

124 ) 45.2 .2.2 |Compare Flight Plan with Operational and

Environmental Conditions
124 | 45.2| 13.2.1 |Determine if Communication Channel Change is Required
125 | 45:1] 2.1.3 |Determine Effects of Airspace Restrictions on Capacity
126 | 45.0| 15.2.4 |Determine Special Separation Minima
127 | 44.71 3.3.1 [Compile Flight Plan
127 | 44.7| 4.2.6 {Compare Flight Plan with Flight Progress
127 | 44,7 5.1.1 |Determine if Identification Code Assignment is Required
128 | 44.6[ 2.1.4 |Determine Effects of Ground Equipment Capability

and Status on Capability
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX (cont'd)

RANK | AL | TASK v TITLE

128 |44.6 1156.2.2 |Establish Area of Restriction

129 |[44.5(13.1.4 |Receive Pilot's Request for Transfer of Responsibility

129 |44.5 |17.2.4 | Purge Affected Data Base Item

129 144.5(17.3.4 | Purge Affected Data Base Item

129 |44.5|17.4.4 Purge Affected Data Base Item

129 144.5 |17.5.4 | Purge Affected Data Base Item

129 144,5117,6.4 | Purge Affected Data Base Item

130 |44.3( 6.1.5 |Assign Arbitrary Aircraft Identification

130 |44.3 |15.2.1 |Determine Requirement for Special Flight Plan Priority

130 [44.3 |17.1.3 |Request PIREP

131 144.2 4 1.2.1 |[Select Preformatted Reply

132 (43.9 | 4.2.10 |Determine Acceptability of Flight Plan

133 (43.8 | 4.4.4 |Designate Communication Links Between ATM and Aircraft

134 143.5 |17.1.7 |Receive and Enter Weather Information '

134 [43.5(17.9.1 |Receive and Index User Class Information

135 143.4 | 6.4.5 |Update Aircraft Status

136 |43.3 |17.1.2 |Determine if Supplemental Data is Required

137 143.1 |13.2.2 |Determine Availability of Appropriate Channels

138 |42.8 | 9.5.6 |Propose Revised Flight Plan to Implement Sequence/
Schedule Change

138 142.8 |12.1.5 |[Compile Special Response to Request

133 {42.6 | 1.3.1 |[Compile Non-Preformatted Response

139 142.6 ) 8.2.4 |[Transmit Performance Change Message to Pilot

140 (42,4 |15.1.2 |Monitor Progress of Service

141 142.3 |15.2.5 |Determine Advisories Required

142 142.0 | 1.1.3 |Enter Request into System

142 (42.0 | 7.4.3 |[Receive Pilot's Response Concerning Resolution of Qut-
of-Tolerance Present and/or Long-Range Deviations

143 |41.9 {11.5.2 |Transmit Vectoring Instructions to Pilot

143 [41.9 [16.2.10 |Determine Required Response to Emergency

144 |40.8 | 2.1.5 |Determine Effects of Flight Hazards on Capacity

145 140.7 | 1.1. Accept Telephone Request

145 140.7 [15.2.3 |Determine Guidance Service Required
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX (cont'd)

Rank | AL | TEK TITLE

146 | 40.4, 4.1.1 (Determine Points for Which ETOV's are to be Computed
147 | 40.3| 4.2.5 |Compare Flight Plan with Rules and Procedures

147 1 40.3| 4.2.9 |Determine Flight Plan Priority

148 | 40.2| 4.3.2 |Determine Responsibility to Modify the Flight Plan
149 | 39.8) 3.3.2 |Check Flight Plan for Internal Consistency

150 | 39.6| 5.1.3 |Determine Pilot Intentions Following Missed Approach
151 | 39.2| 12.3.4 |Receive Pilot's Response

151 | 39.2| 15,1.1 |Compile/Update Description of Special Service Required
152 | 39.1 4.2.1 |Compare Flight Plan with Aircraft Capabjlity and Status
152 | 39.1| 15.2.6 |Determine Necessity for Issuance of NOTAM(s)

153 | 38.4| 16.2.8 {Inform Pilot of Change to Emergency Frequency Link
154 | 37.9| 4.2.8 |[Compile List of Discrepancies

155 | 37.3| 3.1.1 |Specify Desired Destination and Route Information

156 | 36.7] 1.3.3 |Transmit Requested Information via Telephone

156 | 36.7 13.3.1 |Transfer Responsibility for Control

157 | 36.0| 5.3.3 |Receive Acknowledgement of Clearance

158 | 35.0( 12.1.6 |Transmit Preformatted Advisory to Pilot

159 | 34.5| 4.2.13{Determine Special Services Required

160 | 34.4|12.1.2 |Acknowledge Pilot Request for Information

161 [ 34.0( 6.1.4 [Request Aircraft Identity

162 | 33.9| 12.1.7 |[Transmit Special Response to Pilot

163 | 33.5| 17.1.4 |Receive Supplemental Data

164 | 32.7] 12.3.3 (Transmit Warning Advisory to Pilot

165 | 32,1 4.2.7 |Compare Flight Plan with User Class/Pilot Qualifications
166 | 27.3] 4.4.1 |[Receive and Enter Pilot's Response '
167 | 26.8( 9.5.5 [Submit Performancelchanges within Existing Flight

' Plan to Clearance Function

168 | 25.7| 3.1.3 |Specify Type Flight Plan and Special Services Desired
169 | 25.5| 3.1.2 |(Specify Aircraft and Pilot Information

170 | 24,4| 5.3.2 |Transmit Clearance Message

171 | 24.2| 4.2.12 [Inform Pilot of Flight Pian Approval

172 | 23.5( 7.4.2 |Inform Pilot of Qut-of-Tolerance Déviations
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TABLE 4.1-2 RANKING OF AIR TRAFFIC CONTROL TASKS BY AUTOMATION INDEX (cont'd)
Rank | A1 | TRSK TITLE .

173 |22.3| 4.3.3 [Inform Pilot.of Unacceptable Flight Plan -

174 [21.4 ] 9.5.7 [Submit Revised Flight Plan for Approval

175 |19.4| 3.3.3 lubmit Flight Plan

176 |18.5| 4.4.2 [ancel Flight Plan
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4.1.2 Confidence Analysis

Four indicators of rater score variability cbu]d be computed in the
present case: the standard deviation (SD) for both the raw score average
and the standard score average, and the standard error of the mean (SEM)
for both averages. The standard error of the mean is useful in this case
because it tends to weight the number of scores in such a way as to help
equilibrate the tasks rated on only one performance capability with those
rated on two or more such capabilities.

The four indicators were, of course, rather highly correlated among
themselves. The procedure was to use the accord between indicators as a
form of super-indicator. Thus, if a task had high values in all four in-
dicators, it was specially suspect. High values on a combination of any
three indicators made the task somewhat less suspect, and so forth.

Cutoff values were established for each indicator. Table 4.1-3 shows
the range and cutoff values for each. The cutoff value was set to take in
approximately 10% of the range but was adjusted to reflect gaps in the in-
dicator rank ordering if these occurred near the 10% line. Tasks having
indicator values higher than the cutoff value were designated as "problems"

according to the combinatorial rule specified above.

Table 4.1-3
Range and Cut Off Value For Four Indicatdrs of 'Confidence'

Indicator Range CUT OFF VALUE
Raw Score Standard Deviation 15.48 - 34,02 29.00
Raw Score Standard Error of Mean 2.18 - 6,80 5.00
Converted Score Standard Deviations 1.89 - 5,38 4,30
Converted Score Standard Error of Mean| 0,27 - 1.08 0.70
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The following tasks had high scores (low confidence level) on either
three or all four of the indicators:

Task No. ‘ Title A.i. Rank*

1.3.3 Transmit Requested Information Via Telephone 156
3.3.3 Submit Flight Plan ‘ 175
4.2.12 Inform Pilot of Flight Plan Approval 171
5.3.2 Transmit Clearance Message ) 170
7.4.2 Inform Pilot of OQut-of-Tolerances Deviations 172
8.2.4 Transmit Performance Change Message to Pilot 139
9.5.5 Submit Performance Changes within Existing Flight 167

Plan to Clearance Functicon

9.5. Submit Revised Flight Plan for Approval 174
12.3.3 Transmit Warning Advisory to Pilot . ‘ 164
13.3.1 ,  Transfer Responsibility for Control 156

It is interesting to note some commonalities among these ten tasks
in addition to their low confidence assignments. They are all tasks in-
volving some form of message initiation; they are all tasks rated on a
single capability (namely, Information Processing); and they are all tasks
having a low Automation Index. Since all these tasks are rated on only
one capability, the low confidence assignment is clearly due to lack of
agreement among the raters.

The next group is composed of those tasks exhibiting low confidence
on two indicators. These were:

Task No, Title A.I. Rank
** 1,3.2 Display Information Regquested _ 83
2.1.1 Select Terminal or Jurisdiction gnd Time Period 122
to be Con;idered ) :
3.1.1 Specify Desired Destination and Route Information 155
4.1.1 Determine Paints for Which ETOV's are to be 146
Computed

* On the basis of 265 tasks entered into 176 ranks, where a high rank
number rejects automation.
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Task No. Title A.I. Rank
4.4.1 Receive and Enter Pilot's Response 166
4.4.2 Cancel Flight Plan ‘ 176
5.1.3 Determine Pilot Intenticns Following Missed 150

Approach
5.3.3 Receive Acknowledgment of Clearance 157
** 12.1.2 Acknowledge Pilot Request for Informaticon 160
** 12.1.6 Transmit Preformatted Advisory to Pilot 158
16.1.2 Request Additional Required Information 112
*%x 16.2.4 Issue Instructions to Aircraft Providing 120
Assistance

** 16.2.8 quﬁrm Pilot of Change to Emergency Frequency 153

in

** 17.1.6 Transmit Weather Observation Report 113

17.2.6 Store Data Base Item
17.3.6 Store Data Base Item
*¢17.4.6 Store Data Base Item 26
17.5.6 Store Data Base Item
17.6.6 Store Data Base Item
** 17.9.2 Retrieve Affected Data Base Item 51
* 17.10.3 Store Traffic Data 3

The tasks with a double asterisk are of the same type as these con-
sidered above: message initiation, single capability (Information Pro-
cessing), and low confidence due to rater disagreement. The Automation
Indices for this set of tasks, while more varied than the first group,
still tend to show that these tasks were rejected for automation-.(or that
there was rater uncertainty about thém).

Those tasks with a single asterisk are of a different type. They
are rated on a single capability and thus suffer exclusively from rater
disagreement; but the capability in question was 'Storage and Retrieval';
and their ranking is low (indicating amenability to autemation).

Those eight tasks without asterisks are of a still different type.
A1l were scored on two or more capabilities. In these instances, the )
variability due to rater disagreement {lack of consensus) could be directly
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compared to the variability due to differential scores assigned to dif-
ferent capabilities. The Mean Sum of Squares factor derived from a con--
ventional Analysis of Variance procedure was the figure upon which the
comparisons were based.

In five of the eight cases (2.3.5, 4.1.1, 4.4.1, 4.4.2, and 16.1.2),
the principal source of variability was rater disagreement. The other
three tasks (2.1.1, 5.1.3, and 5.3.3) revealed a predominant‘1ack of con-
sistency in scoring across capabilities.

A final set of 2] tasks were identified as marginal with respect to
confidence, in that they showed relatively high variability scores an only
one indicator. They were:

Task No. Title A.I. Rank
2.1.5 Determine Effects of Flight Hazards on Capacity 144
2.1.6 Determine Total Effect on Capacity 75
2.2.2 Process and Store Reservations 59
3.2.2 Determine Modifications Required to Make Pre- 117

liminary Flight Plan Consistent with Operational,
Environmental and Regulatory Information

3.2.3 Determine Effects of Required Modifications on 99
Flight Intentions
3.3.2 Check Flight Plan for Internal Consistency 149
4.2.8 Compile List of Discrepancies 154
6.1.4 Request Aircraft Identity 161
6.4.3 Determine Nature of Emergency _ 47
** 8.2.3 Format Performance Change Message - 68
** 11.2.4 Compute Altitude Difference 28
*% 12.1.7 Transmit Special Response to Pilot 162
13.2.1 Determine if Communication Channel Change is 124
Required .
* 13.2.3 Designate Channel to be Used 100
** 14.1.5 Retrieve Additional Information 100
* 14.2.5 Enter Data Element Into Storage 19
** 14.3.6 Compile Report ' : 44
16.1.1 Determine Adequacy of Emergency Description 95
16.2.2 Determine Assistance Required from Other Aircraft 120
** 16.2.10  Determine Required Response to Emergency - 143
* 17.9.6 Store User Class Data Base Item 22
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Again, the double asterisk denotes tasks of the "off' type; a
single asterisk indicates tasks scored on ona capability (13.2.3 on
Decision Making; 14.2.5 and 17.9.6 on Storage and Retrieval). In all
these cases, the Tow confidence was attributable to disagreement between
raters. Of the remaining 12 tasks, each of which was scored on more than
one capability, analysis revealed that rater disagreement was the dominant
factor for eight and that Tack of rater consistency across capabilities
was the dominant factor for the remaining four {2.1.6, ?.2.2, 4.,2,8, and
13.2.1). '

In summary, a total of 52 tasks were sequestered because their
automation indices were of questionable confidence. Of these, the 10
with the lowest confidence scores plus 13 of the remaining 42 were all
of the same type. They were tasks which were rated on a single perfor-
mance capability (information processing) and which involved some form
of message initiation or communication. It was concluded that the explan-
ation probably lay in a defect in the rating procedure.

It will be recalled that seven basic categories of performance were
originally identified, but that the category of response was eliminated
because it was considered highly system-specific., For the 23 tasks in
question here, all of which involved response in their performance, raters
were instructed to evaluate them as though they were information processing
tasks. Since this designation was somewhat inappropriate, the raters were
apparently confused -- with the result that their ratings showed extreme
variability, producing automation indices of low confidence. In a way,
this result tends to confirm the general validity of the rating procedure.
That is, when the raters were confronted with a performance capability
designation of dubjous appropriateness, they were inclined to make highly
variable and unreliable ratings. This conclusion is further strengthened
by two additional findings. First, no other group of single performance
capabilify tasks exhibited such a consistent pattern of unreliable ratings.
Second, of all the 265 tasks rated, there were just 23 with response as
their only performance requirement. All of them were designated (or per-
haps misdesignated) as information processing tasks, and all produced
ratings of low confidence.
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There is no single explanation to account for the Tow confidence
of the remaining 29 of the 52 suspect task ratings. Of these, 9 were
" rated on a single performance capability (8 on information storage and
retrieval and 1 on decision making). Since the only possible source of
variance in these scores was interrater disagreement, it is possible
that these tasks are controversial as to their automatability. For the
other 20 tasks, all of which were rated on two or more capabilities, the
dominant facter in their low confidence was interrater disagreement in
12 cases and inconsistency in the other 8 cases. For these the variance
can possibly be attributed either to some ambiguity in the task definition
or to controversy over automation, or perhaps to both,

Thus, the original concept of categorization of Tow confidence tasks
was essentially verified by the empirical findings. That is, it was ex-
pected that four sets of tasks would emerge: a preponderance with an
acceptable confidence Tevel, a small set representing scme form of pro-
cedural ‘error in the rating process, a small set arising from ambiguity
of task definition, and a2 small set indicative of clear cut differences
of opinion among raters. The only unexpected finding was that the tasks
in the Towest confidence set were all alike in regard to the nature of
the task and the condition of being rated on a single, and possibly mis-
designated, performance capability.

Since there was statistical reason for confidence in the automation
indices for 213 of the 265 tasks (80.4% of the cases), it was possibTe'to
proceed with the assignment of these tasks to automation Jevels. The
proper placement of the remaining 52 tasks with suspect automation indices
was somewhat less certain. However, in the interest of obtaining an
initial approximation of automation leveis and task allocations, it was
decided to assign all tasks (inciuding the 52 suspect ones) to automation
levels on the basis of their autemation index. This procedure had the
advantage of providing some working hypotheses about the types of tasks
to be allocated to machines at successive levels of automation. It also
offered a context in which to evaluate the suspect tasks and determine
their proper position on the man-machine performance continuum.
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Thus, in the discussion of automation levels in the following
section, all tasks have received a tentative assignment to man or machine
resources at each level., In the case of the suspect tasks, this was
merely a convenience in order to proceed with the analysis. Final dis-
position of these cases was deferred until later in the study when the
recommended level of automation was selected.
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4.2 AUTOMATION LEVELS

Five levels of automation were derived from the task rating data, then
checked against automation Tevels in the present ATC system and against the
Togical relationships within the generic AATMS functional analysis. The.
paragraphs that follow describe these steps.

4.2.1 Task Array by Rating

As soon as the decision had been reached that geometric means were to
be used as the scaling parameter, all tasks were arrayed on a geometric
mean scale. Figure 4.2-1 shows the array. It had been expected that the
ratings would yield a distribution with variability sufficient for discrim-
inating the relative "automatability" of tasks. Such a characteristic was
obtained. Further, as Figure 4.2-1 shows, tasks tended toward subsets in
the distribution. These subdivisions resulted in some intervals with few or
no members. Since confidence could be placed in the relative locations of
tasks falling in subsets above and below these empty points, these holes
in the distribution gave good indication of convenient bounds for automation
levels.

4.2.2 Compariscn With Present ATC Automation Level

It has been pointed out that the functional analysis done earlier
in this project is generic. No particular system approach or automation
Tevel is embodied in the functions, subfunctions, and tasks in that analysis.
But specific expressions of functional and task concepts, such as the present-
day ATC system, can be compared with the gereric description.

As a check on the validity of the raters' judgments at the task 1eveT;
a comparison was made to determine what AATMS tasks.could be found to be
automated now in the ATC system. The comparison was done independently,
after the rating data had been processed. The object was to determine
whether raters had assigned high scores, indicating relative amenability to
automation, to those tasks which are in fact presently automated. Table
4.2-1 shows the results. Of the twenty-two cases compared, all but two had
been given high scores by the raters in relation to other tasks. One ex-
ception is Task 13.3.1 "Transfer Responsibility for Control", which is part
of the ARTS 1II automated hand-off configuration. The other, Task 17.1.6
"Transmit Weather QObservation Report", is automated in some cases and man-
ual in others in today's system.
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The close correspondence between rater judgments as to the relative
amenability of AATMS tasks to automation and the actual state {manual
or automated) of comparable tasks in the present-day ATC system gives
support to the position that the rater judgments form a valid basis for
deriving descriptions of successively higher AATMS automation levels.

4,2.3 AATMS Automation Level Boundaries

Figure 4.2-1 shows the AATMS tasks arrayed on a rating scale, with
four boundaries specifying five levels of automation in place. The lowest
aytomation level boundary separates those tasks that are most amenable to
automation and some of those tasks that are now automated. The highest
automation level boundary separates those tasks rated least amenable to
automation and also those “suspect” tasks described in 4.1.2 above. The
effect of the location of these outer boundaries is to isolate the two
tails of the distribution of tasks. A1l boundaries were located by follow-
ing the rule that interstices between task subsets are the most logical
points to make preliminary choices.

The large group of tasks remaining within the distribution were divided
into three subsets by locating boundaries at two gaps that appear in the
distribution on the rating scale. Thus, as the figure shows, five levels of
automation were described, replaging the continugus scale of automatability
with five discrete groups of tasks. Tasks within one level were, for the
purposes of preliminary analysis, considered equally automatable.

4.2.4 AATMS Automation Level Descriptions

With automation Tevel boundaries in place, the entire array of AATMS
tasks became five separable subsets. By considering each task in Tight
of its automation level and its logical position within the AATMS functigcnal
flow, it was possible to examine the implications of each automation level
from the subfunction, function, and system viewpoints. The discussion that
follows is based on such an examination.

4.2.4.7 AATMS Automation Level I - Computaticnal Aid

Automation level I (the lowest order automation level) includes 39
AATMS tasks, of which four are presently automated in the ATC system. No
entire AATMS function is included at level 1. Indeed, many functions are
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not represented at all. With the exception of one task in Function 2, Flow
Control, no task from Functions 1 through 5 appears at level I, nor are
Functions 9, 12, 13, 15 and 16 represented in the task subset bounded at

level I. The

12.
13.
15.
16.

0
0

functions absent from level I are:
Provide Flight Planning Information
Control Traffic Flow*

Prepare Flight Plan

Process Flight Plans

Issue Clearances and Clearance Changes
Control Spacing of Aircraft

Issue Flight Advisories and Instruction
Handoff

Provide Ancillary and Special Services

Provide Emergency Services

The indication is thét, at this lowest-order level of automation, the

tasks in these functions (with the exception noted in flow control) are all

relatively less amenable to automation than those from other functions which
are represented in Tevel I. The tasks which do appear in Tevel I are from:

6.
7.
8.
11.
14.
17.

0
0
0
0
0
0

Monitor Aircraft Progress

Maintaiﬁ Conformance With Flight Plan
Assure Separation of Aircraft
Provide Aircraft Guidance

Maintain System Records

Maintain System Capability and Status Information

The majority of these tasks (25 of the 30 level I tasks) are from
"active control" AATMS functions 1ike 6, 7, 8 and 11. The remainder
come from "records-keeping" functions 14 and 17. Two subfunctions, vector

computations in Function 11 and traffic summaries preparation in Function 17,
are automated at level I.

*Except for one task, Z2.3.5, Formulate Flow Control Directives
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Most of the tasks related to active control of aircraft that are
allocated to automated means at level I involve aids to control. For
example in Function 6, Monitor Aircraft Progress, such tasks as 6.1.2,
Receive/Enter Position, and 6.3.3, Compute Long-Range Deviations, appear.
In Function 7, Maintain Conformance With Flight Plan, 7.1.2, Construct
Pairs of Flight Plans to be Compared, 7.2.2, Compute Deviations Between
Aircraft's Intended and Actual Present Position, and 7.3.3, Compute Long-
Rnage Deviations (in t) from Flight Plan, appear. Similarly, the tasks
from Function 11, Provide Aircraft Guidance, that are found in automation
level T include 11.2.3, Compute Ground Speed, and 11.3.2, Compute Vertical
Speed. '

Tasks describing computational afd in Function 8, Assure Separation of
Aircraft are also found in level I. This includes most of the tasks
involved in conflict prediction, like 8.1.5, Determine Conflict Probability
for Each Pair and 8.1.6, Determine Conflict Imminence for Each Pair. Also
included among tasks whose ratings fell within the level I boundary is
8.1.7, Determine Action Required. (It should be noted, however, that
conflict resolution falls mostly in higher automation levels. The only
task from that subfunction, 8.2 Resolve Conflicts, represented at level I
is 8.2.2, Analyze Performance Changes for Conflict.)

The remainder of the tasks in level I are largely those related to
data storage and manipulaticn in functions not involving active control.
One task from Function 14, Maintain System Records, appears at level I:
14.2.5, Enter Data Element Into Storage. Such tasks from Function 17, 7
Maintain System Capability and Status Information, as 17.1.8, Store Weather
Information, 17.2.2, Retrieve Affected Data Base Item, and 17.8.5, Store
Data Base Item, characterize this automation level with respect to records-
keeping.

4.2.4,2 AATMS Automation Level Il - Aids to Decision Making

Automation level Il contains 58 AATMS tasks, of which 17 are automated
in the present-day ATC system. (Levels I and II combined account for a total
of 15.0f 22 cases of present-day ATC automation of AATMS generic tasks.)
While no entire AATMS function is yet automated at level II, five sub-
functions are automated at this level as compared to two at level I.
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Many more AATMS functions appear in automation level II than appear
in level I, but some are still absent from both level [ and level II.
These are: '

Function 1.0, Provide Flight Planning Information (except
for one task in Tevel II)

Function 3.0, Prepare Flight Plan

Function 4.0, Process Flight Plan

Function 13.0, Handoff (except for one task in level II)
Function 15.0, Provide Ancillary and Specié1 Services

A1l the remaining AATMS functions are represented in the level [I
task subset by two or more tasks. As is the case at level I, those AATMS
tasks related to active control of aircraft make up a Targe part of the
Tevel II subset. Some of these tasks extend the theme of automating
computations to aid centrol, as in level I. Others, however, introduce
another kind of aid. These include tasks in Function 6.0, Monitor Aircraft
Progress, like 6.4.1, Determine Aircraft Readiness, and 6.4.3, Determine
Nature of Emergency. At AATMS automation level II, such tasks in Function
7.0, Maintain Conformance with Flight Plan, 7.1.5, Propose Revised Flight
Plan to Correct Long-Term Conflicts Among Flight Plans, and 7.4.71, Compare
Deviations with Tolerances are found. Separation assurance, Function 8.0,
is represented at Tevel II by tasks such as 8.1.8, Monitor for Unexpected
Deviations, and 8.2.1, Hypothesize Performance Changes.

In Functien 11, Provide Aircraft Guidance, the computatfon of vector
components begun in level 1 is extended to include computation of guidance
commands themselves, Subfunction 11.4. Level II thus contains tasks which,
if automated, would provide aids to decision-making as well as computational
aids in these AATMS functional areas. -

Automation level II marks the first appearance of tasks from Function
9, Control Spacing of Aircraft, and Function 16, Provide Emergency Services.
Function 9 is represented by tasks like 9.3.1, Analyze Temporal Distribution
of Arrivals and Departures, and 9.5.3, Check Proposed Performance Change for
Predicted Conflict. Two function 16 tasks fall in ievel II. They are 16.2.3,
Determine Aircraft to Provide Assistance, and 16.2.6, DeterminejEmergency
Flight Plan.
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Another AATMS function which first appears at automation level II is
Function 12, Provide Flight Advisories and Instructions. While this function
is not necessarily one of control itself, it is more directly related to
active contral than are the records-keeping functions, 14 and 17. Three
tasks from Function 14 appear at level II; three tasks from function 12
appear, including tasks 32.1.4, Retrieve Information Requested, 12.2.1,
Evaluate Advisory for Data Content, and 12.3.2, Compile Alert Message.

While automation Tevel II does not yet encompass flight planning or
flight plan processing, some other functions that are carried out prior to
flight are represented. In particular, Function 2 (flow control) appears
in level II, with seven tasks out of a total of fifteen in the function
represented at this level. (It should also be noted that of the eleven
cases of correspondence at automation level Il with tasks presently automated
in the ATC system, 6 relate to flow control as an activity.)

The remainder of the AATMS tasks in automation Tevel II are related to
records-keeping. Function 14, Maintain System Records, has tasks like
14.2.3, Determine if Data Transform/Reformat is Required, and 14.3.6, Compile
Report, at level II. Function 17, Mazintain System Capabilities and Status
Information is represented at level II by tasks 1ike 17.8.1, Monitor Ground
Facilities for Status Change, and 17.9.5, Format User Class Data Base Item.

4.2.4.3 AATMS Automation Level III - Decision Making

Automation Level III includes 71 AATMS tasks. Five of these are found
to be automated in today's ATC system; twenty of the twenty-two cases are
automated when levels I, II, and III are taken cumulatively.

The cumulative affect on AATMS 1is also significant by the time auto-
mation level III is reached. Again, no entire function is included as yet,
but at this level, sixteen complete subfunctions fall entirely into the
automated categohy;

In the "active control" area, this automated category includes
subfunctions like 6.2, Compile Aircraft Time-Position Profilte, 7.2, Deter-
mine Current Deviations From Flight Plan, 8.1, Predict Conflicts, and 9.1,
Maintain Predicted Arrival/Departure Schedule for Each Airport.
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Such "records-keeping" subfunctions as 14.2, Compile and Store System
Records, 17.7, Determine Capability and Status of COMM-NAV System, and
17.8, Determine Capability and Status of Ground Facilities are entirely
automated when levels I, II, and III are taken together, and activities l
prior to flight like 2.3, Determine and Resolve Capacity Overload Situations,
and 5.2, Determine Clearance to be Issued, are also judged as automatable.

At the task level, the nature of automated activities begins to in-
clude decision-making itself, as well as aids to decision and computational
aids. Examples include 2.1.6, Determine Total Effect on Capacity, 5.2.2,
Determine Clearance Tolerances, 9.5.1, Select Sequence/Schedule Change to
be Implemented, or 12.1.3, Select Applicable Preformatted Messages.

Aids to decisions involved at this level represent some higher-order
analysis and synthesis than that found earlier. Tasks like 4.2.3, Probe
for Conflicts Among Flight Plans, 9.5.2, Hypothesize Performance Change
Required to Implement Required Sequence/Schedule, 13.1.3, Correlate
Aircraft Position with Airspace Structure Boundaries, 14.1.4, Determine
Necessity for Additional Information, and 17.2.5, Format New Data Base
Item, illustrate Tevel IIl decision aids.

More than half of the 71 tasks in level III are concerned with
decision-making and decision aiding. About one-fourth of the tasks at this
Tevel relate to "records-keeping" and the remainder are concerned with
receipt, entry, or retrieval of information.

4.2.4.4 AATMS Automation Level IV - Automated Communications

Fifty-nine AATMS tasks are included in the subset between levei III
and the upper bound of level IV. The functional impact of the addition of
these fifty-nine to those which fall below level IV is that three entire
AATMS functions are now automated. They are:

Function 8.0, Assure Ajrcraft Separation
Function 11.0, Provide Aircraft Guidance
Function 14.0, Maintain System Records

Several other functions at level IV are close to complete "automation."
For example, only ohe manual task remains in Function 17.0. The same is
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true for Function 13.0, Handoff*, Function 9.0, Control Spacing of Aircraft,
Function 7.0, Maintain Comformance With Flight Plan, Function 6.0, Monitor
Aircraft Progress, and Function 2.0, Flow Control.

The same trend with respect to automatability at higher-order Tevels
of decision-making and decision aiding tasks that was discussed earlier
continues at level IV, Nearly half of the fifty-nine tasks are in these
categories.

0f the remainder, most tasks are higher-order data manipulation; for
example, Function 17.0 accounts for thirteen tasks at this level.

A relatively small number of tasks, however, make a significant
contribution to the character of the effects of automation on AATMS at
level IV. These are the tasks involving transmittal to, or receipt of infor-
mation from the pilot, 1ike 7.4.3, Receive Pilot's Response Concerning Resolu-
tion of Qut-of-Tolerance Present and/or Long-Range Deviations, 8.2.4, Trans-
mit Performance Change Message to Pitot, 11.5.2, Transmit Vectoring Instruc-
tions to Pilot, and 13.1.4, Receive Pilot's Request for Transfer of Respon-
sibility.
4.2.4.5 AATMS Automation Level V - Full Automation

The highest order AATMS automation level contains 38 tasks. These
fall in that subset adjudged by the raters to be, in relation to all other
AATMS tasks, least amenable to automation**,

Task that fall in this category are ones like:
1.1.2 Accept Telephone Request
3.1.2 Specify Aircraft and Pilot Information
4.2.8 Compile List of Discrepancies
5.1.3 Determine Pilot Intentions Following Missed Approach

9.5.5 Submit Performance Changes Within Existing Flight Plan
to Clearance Function

12.1.7 Transmit Special Response to Pilot

*This is the "transfer responsibility for control” task menticned earlier.

**The subset also contains many of the "suspect" tasks discussed in 4.,1.2
earlier. .
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13.3.1 Transfer Responsibility for Control
16.2.8 Inform Pilot of Change to Emergency Frequency Link
17.1.4 Receive Supplemental Data

Of the 38 tasks, more than half are concerned with some sort of interaction
between the files and the system, for example, 1.1.2, Accept Telephone Request.
and 7.4.2, Inform Pilot of Out-Of-Tolerance Deviations. This placement of
these kinds of tasks continues the pattern first visible at level IV. The
remainder, while not descriptive of AATMS/user interface activities, does
involve a level of complexity which in the judgment of the raters, placed them
in this last subdivision of automatability.

4.2.5 AATMS Automation Levels by Function

A )
Table 4.2-2 shows the percentage of tasks in each AATMS function that
would be automated at each of the five automation levels.

The table illustrates the point that the nature of the tasks, as seen
by the raters, differs markedly from function to function. The effect is
that automation reaches some functions, for example, 7, 8, 11, at lower
levels than others, for example, 2, 4, 16.

A second effect shown in the table is that the size of the automation
increment from one automation level to the next higher level also differs
markedly from function to function. For example, in Function 2, the percent
difference between Level I and II is 40, while Function 1 has only a 13
percent change between the same two automation Tevels.

It should be noted that these two effects stem mainly from the manner
in which the raters placed the tasks along the automation continuum, i.e., the
effects would persist if the automation level boundary locations were
different than those chosen for this discussion.
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5.0 CONCLUSIONS

The discussion which follows is confined to two specific areas, the
task allocation methodology and its application in derivation of system
automation requirements. The broader ramifications of automation levels
and their relationship to system design and evolution are treated else-
where in this report. In Volume I,‘Chapter 4, the reader will find a
general discussion of the implications of automation in an advanced air
traffic management system, wherein the questions of automation benefits,
system characteristics, configuration development, and system evaluation
are addressed. Volume IV of this report contains a detailed exposition
of the recommended level of automation and specific analyses of automation
requirements which derive from this recommendation. The conclusions which
follow, therefore, pertain only to the man-machine allocation methodology
and its usefulness as a basis for subsequent system analysis and specifi-
cation of design requirements.

5.1 METHODOLOGICAL IMPLICATIONS

One of the prob]éms faced by the designer of a complex man-machine
system is how to make effective use of previous research, Broadly speaking,
research can be of two kinds: that directed toward supporting the design
of a specific system and that addressed to some general problem. From the
designer's viewpoint, neither is wholly satisfactory. Research carried
out in designing one system may be toc narrow in focus or too specific to
be adapted to fit another system. On the other hand, research of a general
nature tends to treat probiems at an abstract level and often in a frag-
mentary way, with the result that the system designer {s left with uncer-
tainty about its relevance or implications for the task at hand. Bear in
mind also that the designer, unlike the researcher, is not looking for
universality; he is seeking a solution to a specific design prob]em.> Thus,
he seldom asks how things are in general, but how they should be in this
particular case. This is to say that the designer is practically oriented;
he is not so much concerned with principles as with their application.
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The man-machine allocation methodology developed for this study
was intended to cope directly with the problem of bridging the gap between
principles and application. The aim was to devise an explicit procedure
by which criteria could be applied to make decisions about the assignment
of tasks to human or automated rescurces. To put it another way, the
objective was to go beyond the usual collation of research'findings and
design principles and to give the system engineer a clearly defined and
objective method for applying these rules to the question of man-machine.
allocation in AATMS.

The approach involved construction of a quantitative and objectively
derived rating scale of task automatability, called the Automation Index.
The foundation of the Automation Index was an analysis of air traffic
control operations, carried out to a level of detajl where each unit of
activity (task) was allocatable as a whole to man or machine resources.
The Automation Index jtself was a multi-dimensional scale made up of a
set of performance characteristics extracted from the research literature
on man and machine capabilities. The fundamental assumption was that,
while men and machines have certain basic capabilities in common, the
manner in which they manifest these capabilities and the characteristics
of performance are different. These performance differences formed dimen-
sions which could be used to rate the suitability of man and machine re-
sources for carrying out task assignments. It is important to note that
the rating process did not involve a‘direct judgment about automation
per se, but rather a matching of task requirements and the performance
characteristics of resources which might be assigned to the task. Putting
the question in this form served both to minimize the influence of pre-
conceptions about automation and to focus attention on the evaluation of
resource capabilities in light of task requirements.

From a practical point of view, the task allocation methodo1ugj
proved to be a success. The rating process required about three man-days
of effort by each rater, but considering the number of individual judgments
to be made {about 770 by each participant) and the voluminous task des-
criptions which had to be studied, this was not an incrdinate investment
of time. Rater compliance was exceptionally high; in fewer than 2% of
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the cases did raters decline to make a ratfng of a task-capability com-
bination. Ratio scaling, although unfamiliar to the participants, proved
to be an acceptable and convenient technique, once understood. The raw
data from the ratings, since they were expressed in numerical form, lent
themselves readily to machine processing using simple, standard statistical
routines.

Analysis of the findings indicated that the aggregation of rating
scores produced an Automation Index of high valijdity and internal consis-
tency. Interrater agreement, 'as tested by the Spearman-Brown reliability
coefficient, was 0.822 in a circumstance where a value greater than Q.80
would be considered acceptable. Additional tests of the rating results
by standard analysis of variance revealed that there was no discernible
rater bias attributable either to occupational specialty or group affili-
ation. The internal variability of task Automation Indices, due ejther
to lack of consensus among raters or inconsistency of ratings across per-
formance capabilities within given tasks, was generally low. Over 80% of
the task indices, when tested by four separate statistical confidence
measures, proved to be reliable. The variability of the remaining task
indices (52 of a total of 265) turned out to be a useful symptom for
identifying areas of controversy about automation and for isclating con-
ceptual and procedural problems in the task descriptions and the rating
protocol. In other words, there was a bu11t-in quality control element
in the rating procedure.

Apart from internal statistical reliability, the task rankings by
Automation Index also exhibited a gratifying validity when tested by
external criteria. One such test was a comparison with the present ATC
system. An examination was made of 22 generic AATMS tasks which could be
closely identified with tasks presently automated in the NAS Stage A and
ARTS III system. The Automation Indices for 20 of these tasks indicated
that the raters also considered them highly suitable for automation. Thus,
taking the existing system as a standard, the Automation Index produced
task allocations that were highly consistent with the engineering judgment
which led te the automation of the;e tasks in NAS Stage A and ARTS III.
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A second, and perhaps more significant, indication of the external
validity of the findings was found by examing the common characteristics
of tasks which lay within any given level of automation. Tasks which,
on logical grounds, had common performance requirements or functional
similarity tended also to have equivalent Automation Indices. This finding
suggests strongly that raters, regardless of their background and experience
and despite any general bias they may have had about automation, were in-
clined to have a highly uniform and Jlogically consistent view of perfor-
mance requirements in relation to tasks. Thus, it seems legitimate to
conclude that the rating process did, in fact, tap an underlying and com-
mon conception of resource-task compatibility.

To summarize, the positive features of the Automation Index metho-
dology appear to outweigh its disadvantages. The method is conceptually
simple and practical to use. In comparison with other methods for deter-
mining man-machine task allocatjon, it is rapid and fairly economical of
manpower. The resulting rater estimates, because they are expressed in
numerical form, are readily processed by machines and simple to manipulate
mathematically. The Automation Index, derived by straightforward compu-
tational techniques, is both statistically reliable and Togically coherent.
The method is easy to replicate and verify. And, highly important, the
method yields pertinent and detailed answers with regard to assignment of
tasks to human and autpomated resources. There are some negative attributes,
The method calls for a high level of rater cooperation. Extensive task
analysis and preparation of the rating protocol are required before the
rating process can begin, The results, because they are expressed as
numbers, are subject to possible misinterpretation and even abuse. That
is, the task rankings are valid only as relative indices of automatability,
yet they are prone to interpretation in an absolute sense by those not
fully conversant with the method and the rationale of the rating procedure.
However, as stated above, these disadvantages are far from overwhelming,
and there appears to be much more on the positive side of the ledger.
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5.2 APPLICATIONS OF THE AUTOMATION INDEX

The immediate application of the Automation Index was to provide a
direct (albeit tentative) answer to the question of man-machine task alle-
cation. However, the Automation Index also had several other important
uses in the latter stages of the AATMS study, where the abjective was to
determine system requirements arising from the recommended level of auto-
mation. An analysis of these requirements is provided in Volume IV of
this report and will not be repeated here. However, in the interest
of providing a full picture of the utility of the Automation Index metho-
dology, it is appropriate to append here a brief discussion of its sub-
sequent applications in the AATMS study.

The Automation Index provided a relative ranking of tasks according
to their suitability for automation. This formed the basis for subdividing
the entire functional array into incremental steps or levels, progressing
from a wholly manual system concept to one which was fully automated.

This, in turn, provided the structure for the analysis of the man and
machine resources regquired to operate the system and the seledtion of a
recommended automation level which offered an optimum balance of men and
machines. Without the help of the Automation Index in defining suitable
groups of tasks to transfer successively from human to automated resources,
the number of permutations and combinatjons to be considered in the exer-
cise would have been unmanageably large. Thus, the Autcmation Index served
to determine not only the order in which tasks should be considered for
automation but also the size and specific composition of the ingrements
which were to be used in the resource reguirements analysis.

A second, and equally significant, use of the Automation Index was
its application in the analysis of failure modes requirements. In the
event of system failure {i.e., the loss of some automated resource), one
possible form of response would be reversion to a manual mode of operation,
To assess the appropriateness of this response, it was necessary to deter-
mine the suitability of man to perform the tasks carried out by machines
in the normal operating state of the system. The Automation Index pro-
vided a valuable form of evidence in making this determination. That is,
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if the candidate tasks had Automation Indices reflecting man-1ike perfor-
mance requirements, this was taken as a sign that manual back-up in failure
modes was, at least, feasible. Other factors (notably the frequency of
task performance and the estimated time to perform the task manually)

\were also taken into consideration in the final determination, but the
.suitability for manual performance as expressed by the Automation Index

was taken as the necessary first condition.

Another application of Automation Index was in the analysis of con-
trol and display requirements. The starting point for this analysis was
a detailed definition of the man-machine interface. This meant system-
atically locating each point in the functional array at which a manual
task followed an automated task or vice versa. The Automation Index
made this exercise possible because it provided a precise jndication, at
the task level, of which activities were assigned to man and to machines
for any given degree of system automation.

Beyond these specific applications in deriving end product§ of the
study, the Automation Index methodolagy also offers useful information at -
two more general levels. First, it provides a basis for sbrting the task
allocations as to Tevel of confidence. Be segregating those tasks where
the jndices are firm from those of questionable reliability, additional
research can be focussed sharply on the real problem areas. For example,
the method makes it possible to isolate a subset of tasks which have been
inadequately or ambiquously defined and so to pinpeint defects in the
functional analysis. Similarly, it is also bossib]e to label some tasks
as controversial and, thereby, to earmark them for more intensive analysis
by a different mode of study such as simuiation or operational testing.

At a second and sti1l more general level, the Automation Index provides a
valuable common denominator to structure and facilitate the éomparison of
alternative design concepts. This application alone may, in the long run,
prove to be the most useful methodological contribution arising from this
study. By 1ifting the evaluation of -aiternative designs, at the concept
stage, out of the realm of speculation and placing it on an objective and
quantitative basis, the Automation Index will give the designer an early
and detailed view of the practical consequences of any given scheme of
man-machine task allocation.
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It would be remiss to conclude this survey of éppTications without
setting in proper perspective the value of the Automation Index as a design
tool. The Automation Index is not to be viewed as a substitute for en-
gineering judcment, which traditionally has been and certainly will con-
tinue to be the mainstay of system design. The allocation of tasks to men
and machines on the basis of the Automation Index must be considered ten-
tative at this point. It will have to be tested, confirmed, and refined
by interplay with factors like safety, capacity, and cost. For any con-
‘figuration thus evolved, the role of man in the system will reguire further
exploration -- man must be able to manage the system, users must accept
the configuration, contrcllers must be able to alter their behavior in
failure modes to achieve fail-operaticnal or fail-safe performance. Engi-
neering judgment, simulation, and all the other tools in the system de-

signer's repertoire will be needed.

As a result of the present study, however, there is now a design aid
not previously available. The universe of functions and tasks has been
derived and defined in a way which is independent of eguipment consider-
ations. Further, the array of tasks has been ordered by means of the
Automation Index according to the relative capabilities and performance
characteristics of men and machines. Thus, the system designer has at his-
disposal a new method, allowing him to make an initial estimate of auto-
mation priorities which is at the same time relevant to a system concept
and exempt from innate bias toward means. The Automation Index methodology,
therefore, should be viewed not as a mechanistic replacement for engineering
judgment but as a new and more systematic way for exercising engineering
judgment in the design process. ’
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APPENDIX A
SUMMARY OF MAN AND MACHINE PERFORMANCE CAPABILITIES

This appendix contains extracts from the research literature on
man and machine performance capabilities, The citations are grouped

under seven categories of performance:

® Monitoring

¢ Sensing
¢ Information Processing
e Interpreting

8 Decision Making
® Storing and Retrieving Information

® Responding
Within each category, statements are presented under three headings:

o Human Capabilities and Limitations
® Machine Capabilities and Limitations

e Man-Machine Performance Comparisons

Each statement is referenced to the bibliography provided at the end of

this appendix.
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MONITORING

Human Capabilities and Limitations

By being alert for changes, human beings can fre-
quently anticipate undesirable conditions. ref. 5

Man can function very effectively as a monitor of
complex systems 1if given proper information and
displays. ref. 9

If man is already present in a given situation, it

may be more economical te use him as a moniter than

to provide additional equipment, provided the moni-

toring tasks are properly designed to compensate for

man's limited capabilities. ref. 28

If man is to serve as an emergency backup (to auto-
matic menitoring equipment), it may be necessary to
assign manual tasks which could be better performed
by machine, simply to keep the man aware of what is
happening in the system. i ref. 23

If signals must be detected in high noise environments,

then it may be desirable to use man for monitoring. 1In
operational situations, this applies mostly to cathode-

ray tube displays such as radar displays, auditory

equipment, and external communications equipment. In
maintenance situations, this capability is most relevant

in the use of test oscilloscopes. . ref. 28

Although many machines are made completely automatic,

men often should be used to override the machine to

meet emergencles or situations requiring judgments

for which the machine has not been programmed...Also,

in the event of a failure or other emergency, the man

could override the automatic controls. ref. 16

Detection of low energy signals in a random signal

background appears easier via sound than visually.

Combined inputs (sound and visual) indicated some per-

formance improvements. ref. 16
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.In addition te his unsuitability for the detection of
electromechanical energies per se, man is typically a
poor monitor of infrequently occurring events or events
occurring over long periods of time. He is easily dis-
tracted and he may become bored or fatigued.

Man is an unreliable monitor. The more passive his.
role in a system the more he tends to withdraw from
the system by letting his attention wander or even by
going to sleep. If it is desirable that man serve as
an emergency backup, then he should be given tasks to
keep him aware of what is happening in the system so
that he can take over when needed., It may be nec-
essary to give him these tasks even though they could
better be deone by a machine. )

Human performance when monitering displays for signals
that occur very rarely is generally unreliable.

In general, performance in monitoring extremely low-
frequency events deteriorates over time, and a number
of relevant variables have been identified. Among the
most prominent are signal characteristics: frequency,
regularity, size, intensity, and spatial distribution;
and task variables: spacing of rest periods, level of
extraneous noise (visual and auditory), presence of
other stimuli, and schedule of reinforcement for
observing responses.

The human operator sheculd not be assigned monitoring
tasks that require continuous attention to a display"’
unless absolutely necessary.

One shortcoming (of human montoring ability) is the
human tendency to f£ill in gaps in the displayed infer-
mation on the basis of expectancies. When these ex-
pectancies are not valid, the technician may see some-
thing that is not there, or may miss ocut-of-tolerance
indicaticns not in line with his erronecus expectancy.

ref.

ref.

ref.

ref.

ref ..

ref.

28

23

26

26

26

16
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Machine Capabilities and Limitations

If at all possible, the computer rather than a man
should have primary responsibility for maintaining
vigilance and detecting when, after period of in-
activity, some system action is required. ref.

Machines generally are better in their abilities to

monitor for prespecified events, especially when

infrequent (but machines cannot improvise in case

of unanticipated types of events). ref.

Humans are relatively poor, with respect to machines,
for monitoring other men or machines. ref.

Where possible, equipment should be designed to mon-
iter men and stop, or give a warning, whenever operators
make mistakes. ref.

Long-term monitoring of specific physical energies gen-
erally should be performed by equipment sensors. ref.

If the unpredictability of the signal makes it difficult
or impossible to use an equipment senscr, then it may

be necessary to use man. For example, the visual and
auditory capabilities of man may be useful when it cannot
be predicted:

(1) Where the signal will occur, although scme
notion may be had of when it will occur;

(2) When the time of onset will be, although the
position in space of the signal is predictable;

{3) Whether something is going to occur. " ref,

The computer should have primary 'responsibility' for
vigilance and detection functions following periods of
inaction whenever possible, ref.

15

27

16

28

28

26
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‘Man-Machine Performance Comparisons

MAN

Man can monitor low-
probability events for
which, because of the num-
ber possible, automatic
systems would not be
feasible.

Men are poor monitors of
infrequent events or of
events which occur fre-
quently over a long pericd
of rime.

Man can detect masked sig-
nals effectively in an
overlapping noise spectrum
on displays such as radar
and sonar.

MACHINE

Program complexity and
alternatives of machines
are limited so that un-
expected events cannot

- be adequately handled.
ref,

Machines can be construc-
ted to detect reliability
in events which occur
frequently over a long_

period of time. . ref.

Machines are not very
good at detecting signal
in noise when spectra
overlap.

ref.

10

19

10
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SENSING

Human Capabilities and Limitations

The human sensing capacities of vision and audition
generally surpass those of machines. ref. 5

Man senses many stimuli at once and will therefore
select, from a variety of responses available to him,
one which is more or less appropriate to the situation. ref, 5

The ability to detect certain forms of energy, especially

very low energy levels which can be detected by humans,

but which are not great enough to activate an instrument,

is one of man's characteristics. ref, 24

Man has excellent signal detection ability and his real-

time capacities can be used in sensor systems such as

radar, scnar and infrared; however this usually is one

of the least desirable uses of men in systems. ref. 9

Human beings are usually superior to machines in per-
ceiving and interpreting sensory information. ref. 31

Since man is essentially a singleQChannel receiver, . the
simultaneous use of more than one channel should gen-
erally be avoided. ref. 26

Detection of low energy signals in a random signal back-
ground appears easier via sound than visually. Combined
inputs (sound and visual) indicate some performance im-
provement, ref. 31

If man is already present in a given situation, it may
be more economical to use him as 2z sensor than to pro-
vide additicnal equipment if the sensing regquirements
are within the range of human sensitivity. This alsco
is related to the desirability of providing a man with
enough work so that he will maintain a reasonable level

of motivation and alertness. ref. 28
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Man's capability to use several dimensions of a given

sense modality when building up sequences or "chunks"

of information has great potential for increasing

channel capacity. ref.

The capacity for absolute judgments of auditory

stimuli in a single dimension (e.g., pitch) is a little

over 2 bits, while that for visual stimuli varies be-

tween 2.1 and 3.1 bits. Combining twe auditory dimen-

sions increases capacity to 3.1 bits. ref,

Human sensing is restricted to a relatively narrow

range of physical energies. Man's visual sensing is
limited roughly to the wavelengths between 300 and

1,050 mp —-- an extremely small portion of the electro-
magnetic spectrum —— and his auditory sensing is limited
roughly to the frequencies between 20 and 20,000 cps (in
many pecple, the upper limit might be under 10,000 cps).

But human sensitivity -- in the sense of the minimum
energy that man can detect -- compares favorably with
the sensitivity of machines. ' ref.

For the sensing function, the limitations of man are
quite apparent. The physical-energy changes he can
sense are limited to those which affect his receptors
of vision, hearing, touch, smell, taste, and so on. In
contrast, machines are able to sense changes beyond
these limits, in the ultraviolet and infrared regions
of the electromagnetic spectrum, above 200,000 cycles
in the mechanical spectrum, and so on. Within the
limitations of his senses, a man's sensitivity is

quite good, since it is known that he can sense very
small differences. But the number of changes he can
respond to at one time is relatively small -- that is,
his channel capacity is limited. : - ref.

Human performance is limited with regard to excessive
temporal demands (e.g., rapid sequentlal events, over-
lapping signals, multichannel events, etc.), and also
with respect to infrequent input occurences. ref.

Noise, or unwanted random signals, in the input de-

grades human performance sericusly on a number of

different types of perceptual tasks: detection of

auditory and visual signals, recegnition of patterns,

and compensatory or pursuit tracking.... Human

performance generally decreases as the period of
intermittence (both for feedback and input infor-

mation) is reduced. ref.

26

26

16

11

26

26
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Man is seriously limited with respect to bandpass,

channel capacity, and peak power; man is essentially

a single channel computer and must accomplish multiple

. tasks sequentially (i.e., by means of time sharing);

his great asset 1s his capacity for learning and

adaptive processes. ref. 9
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Machine Capabilities and Limitations

The function of human sensing is not used with partic-
ular frequency in modern systems, largely because
machines can be designed to do a better job. ref,

Machines can sense forms of energy that are in bands

beyond man's spectrum of sensitlvity, such as infrared,

radio waves, X-rays, radar wavelength and ultrasenic
vibrations. ref.

Where values of physical energies must be quickly and
accyrately appraised, machanical devices are obviously
superior to men. ref.

Detection and discrimination of specific physical en-
ergies should be performed by equipment sensors, except
for the following considerations:

a. If the situation requires the reception of many
different types of physical energy in close
proximity in time but not simultaneously (such
as might be involved in steering a vehicle,
where visual, auditory, tactual, and kinesthetic
sensing all may be useful for control), the multi-

_potentiality of man's senses may indicate his use
for detection and discrimination functions.

b. If high noise levels are present, it may be neces-
sary to utilize man to detect signals. This capa-
bility 1s often associated with detection of
signals on cathode ray tube displays and use of
communication egquipment.

¢. If equipment sensors cannot be designed to provide
effective scanning, then it may be necessary to
use man, Man, through his ability to direct his
attention to various portions of his environment,
may provide a more effective means of detection
than more highly programmed equipment sensors.

d. If contingencies which may arise in the operation
and maintenance of the system cannot be predicted
adequately during its design, it may be necessary
to include man as a sensor for some back-up funec-
tions. ref.

11

15

26

28
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Man-Machine Performance Comparisons

MAN -

Man 1s a selecting mechanism
and must be set to sense
specific items.

Man's capability is limited
to certaln ranges of energy
change affecting human
senses. Sensitivity:
good.

very

Under favorable conditions
absolute thresholds of sen-
sitivity in various modes
(visual, audition, tactile)
are very low.

The human has limited
channel capacity.

Not subject to jamming, EMI,
ete.,

MACHINE

Machines are sensing
mechanisms.

The machine's range ex-
tends far beyond human
senses (X-rays, infrared,
etc.). Sensitivity:
excellent.

Machines' thresholds are
generally not as low as
human., They may have the
same capability but only
at great expense.

Machines may have as much
channel capacity as can be
afforded.

- Generally subject to inter-

ference by enemy action and
nolse.

ref.

ref.

ref.

ref.

ref.

19

11

10

30

30
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INFORMATION PROCESSING

Human Capabilities and Limitations

Man is able to handle a great variety of different in-
formation processing tasks. ref, 8

Man can use raw Information immediately without coding,
punching or similar operatioms. ref. 21

Generalized information processing and decision making
should be performed by personnel where:

a. Pattern perception is important (especially where
patterns may change in size, position, or energy
configuration (types and strength levels) under
different conditions.

b. Long-term storage of information is required.

c. Insight, discovery, or heuristic problem solving
is required.

d. Decision making and learning in a complex changing
situation are required.

e. Ability to improvise and adopt flexible procedures
is important and, within the state of the art,
cannot be buillt into a machine program,

f. Number of low-probability events which might occur
is high and the cost or capacity of machine pro-
gramming is exceeded by the requirement.

g. Inductive reasoning is required, i.e., a require-
ment exists for generalizations to be made from
the speclfic events. ref, 28

A majer characteristic of man as a data processor is his
flexibility. Filrst, people do not require extensive or

precise preprogramming. Men can deal with changing sit-
uations and unforeseen problems in the absence of a

specific program. ' ref. 21

In the capacity of an information link, the human being

has been found capable of processing about 3 bits 6f in-
formation per stimulus event regarding any stimulus

dimensicn. ref. 26
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Man has certain advantages and disadvantages as compared
with computers. His access time (speed of recall} is
slow compared to that of a computer, but he is able to
recall generalized patterns of previous experience to
solve immediate problems. As yet, no computer can do
this. Man learns to do numarical computations, but

in the main his time constants are such that he is a-
relatively poor numerical computer -- especially under
stress, He is, however, the only available computer
that can solve problems by logical induction.

In general, man is superior to data-processing devices
in the following respects:

a. For most tasks, he does not need extensive pre-
programming. Through further learning, he con-
stantly develops and modified his own programs.
His previous education has already "programed"
him.

b. He is more flexible; he can deal with unfore-
seen situations.

¢. He can exercise judgment because he can selec-
tively recall relevant facts and methods of
solving problems.

d. He dces not require special coding of messages;
the information does not have to be transformed
into digital form. He does, however, perform
better when information is presented in certain

forms than when it is presented in others. ref )

Man learns to do numerical computations, but in the main

his time constants are such that he is relatively poor
numerical computer when under stress. No computer can

match him, however, for the more qualitative, nonnumer-

ical computations. ’ ref.

In marked contrast to his limited information-handling

rate is man's ability to handle a great variety of

different informatlon-processing tasks. The number of
different functions which a man is capable of performing
almost defies enumeration, and undoubtedly is one of his
greatest assets as a system component. ) ref.

Man's data processing capability includes situations
where the human acts as an encoder. Here there is a
transformation of the input signals such that the res-
ponse output may be either qualitatively and/or quan-
titatively different from the input. Cortical involve=-
ment may vary widely, depending upon the task; however,

16

31
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the minimum degree of involvement would usually exceed
that of the relay situation. The task of keying a code
number to represent address information would be an
example. v

Reprogramming man's filtering conditions is a matter
readily accomplished by instructiens; in a machine,
this would be expensive or time-consuming or both.

The human being is limited in the amount of information
he can receive and process within a given peried of
time.

Humans are relatively poor, with respect to machines,
for performing routine, repetitive tasks.

Humans are relatively poor, with respect to machines
for computing and handling large amounts of stored
information.

Humans are relatively poor, with respect to machines
for ability to reason deductively (i.e., to use rules
for processing informatlon).

Man is a relatively poor numerical computer under stress
but is unmatched for the ‘more qualitative nonnumerical
computations.

Man has great versatility in handling many different
input and output codes; however he is a relatively slow
Information processor and 1s being replaced by machines
in many clerical tasks.

Design the man-machine system so that the bandpass
required of the man never exceeds three radians per
secoend.

Design the man-machine system so that the transfer
function required of the man is, mathematically, always
as simple as possible, and, wherever practicable, no
more complex than that of a simple amplifier. o

ref. 12
ref. 11
ref. 26
ref. 27
ref. 27
ref. 27
ref. 31
ref, 9

ref, 3

ref. 3
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Machine Capabilities and Limitations

Specialized information processing and decision making
should be performed by equipment where:

a. Deductive logic can be programmed.

b. Speed and amount of memory search or entry
(storage) is an extensive requirement.

c. Highlylcomplex computations or logical operations
are involved.

d. Short-term storage and retrieval of large amounts
of data is required.

e. System functioning requires extremely short time
lags between scheduled events.

f. Many routines, channels, and memory areas must be

utilized simultanecusly (parallel operation).

g. A high degree of repetitiveness and routine is
invelved in the sequence of tasks or events.

h. Ewvents are unambipuous and probable but can be
expected to occur only infrequently, e.g., as
1n monitoring of equipment readiness.

i. Reduction of the over-all amount of work load
and activity for personnel can be expected and
provided within system cost parameters.

Any high-volume infermation-processing task in which the
rules for processing are simple and easy is just right

- for machine performance. And tasks which are not of
this nature can often be made so by appropriate redefi-
nitien,

Machines are capable of handling highly complex opera-
tions (i.e., doing many different things at once).

Machines excel in ability to repeat operations very
rapidly, continuously, and precisely the same way
over a long period.

Computers, while not perfectly reliable, make fewer
errors than men and often can detect their errors,
They also can be more precise, performing more diffi-
cult procedures without extra cest, and when they can
perform otherwise impossible computations, they may
reduce the cost of operation.

ref.

ref.

ref.

ref.

ref.
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Data-processing devices are superior, in general, to
human beings in the following respects:

a. They can store much more data accurately. A
computer can store thousands of items of infor-
mation that no human being could possibly
remember.

b. They can compute answers with much greater speed
and accuracy. A computer can do accurately, in
a few seconds, computations that would otherwise
require many man-months,

¢. They can sort and screen data faster, rejecting
all data that are not in a desired class and
leaving the final judgment among the remaining
alternatives to a human operator.

d. They are usually more reliable for routine
decisions -- decisions that are always made in
the same way according to some rule.

e. They are less subject to fatigue, prejudice, and
other transitory factors that distort man's
judgments and decisions. ref.

Machines designed to perform specific computing opera-
tions are more efficient than man. ref.

Machines generally are better in their ability to
count or measure physical quantities. ref,

Machines generally are better in their ability to
process quantitative information following specific
programs. ref.

Machines excel in performing complex and rapid compu-
tation with high accuracy. ref.

Machines are much quicker and more reliable than humans

in identifying a specific item as belonging to a large
inclusive class and in using rules for processing infor-
mation. If the test and checkout operation can be pro--
grammed 100%, then a machine can be built to perform the
operation rapidly and accurately with perfect repeat-
ability. However, and this is often overlooked, proce-
dures can be buillt to enable the human to follow the

rules efficiently, though less rapidly and with a small

but finite probability of error. ref.

16

15

15
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Man-Machine Performance Comparisons

MAN

Speed of reinstatement of
rule sequences relatively

low {as in computing).

Limits to length of
sequential routines
fairly high, but time-
consuming to train.

Easy to reprogram, does

not require extensive or

precise preprogramming.

Computatién is weak and
relatively inaccurate;
optimal theory cof games
strategy cannot be
routinely expected.

MACHINE

Speed of using rule
sequences high (e.g.,
computing) .

Potential limits of
length of routines very
high.

Difficult to reprogram,

Can be programmed to
use optimum strategy
for high-probability
situations.

ref.

ref.

ref.

ref.

11

11

21

10



INTERPRETING

Page A-17

Human Capabilities and Limitations

' Interpretation of complex physical energy inputs should
be performed by persounnel.

a.

Interpretation, as used herein, refers to the
capacity to recognize or ascribe meaning, con-
textual relations, or erganization to sensed
energy. As such, it represents a first level
of processing, Of course, any equipment trans-
formation involving transducing, filtering, or
amplificaticn functions can be thought of as
interpretation in the sense of simple processing
of signals. However, the concern here is with
situations which involve more complex signal
transformation and organization.

- Because of his capabilities for attending to

selected portions of his environment, detecting
many forms of physical energy, ascribing meaning
to them based on past experlence, and responding
with appropriate actions, man is more effective
than equipment in many situations where trans-
formation of inputs is required. This is most
evident in the perception of patterns and rec-
ognition of these patterns in new or unusual
stimulus situations, For example, this in-
cludes the capabilities of man to interpret
wave forms on cathode ray tube displays,
interpret radar and sonar display, etc, Ex-
amples of how this perception of patterns or
relationships can be transferred from one
situation to another are evidenced in man's
abllity to steer vehicles under varying en-
vironmental conditions.

Man excels in locating and recognizing patterns, and making
generalizations about them. He can perform many tasks
which require use of this ability.

Man has the "ability to recognize objects and places de-
spite varying conditions of recognition." :

Man has the "ability to select own inputs',

ref.

ref.

ref.

ref.

28
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17



Page A-18

Use man for tasks requiring the discrimination of
signals in noise. ref, 16

Use man where the task requires pattern discrimination
in a changing field. ' ref. 16

Use man where discrimination must be made between multi-
ple inputs. ref. 16

Psychologists and computer experts would ... list |

pattern recognition, particularly visual pattern recog-

nition, as an important capability in which men far q
excel computers.-. ref, 4 !

In perception the human has distinct advantages over
machines. Humans perceive patterns, not isolated bits.
These patterns are not restricted to one sensory modality,
but may include some or all of them. The operator hears
a strange sound and detects an unusual odor in conjunc-
tion with a change in rate or degree of vibration in a
machine. He senses from this pattern that something is
wrong and he will stop the machine before it destroys
itself. The human can perceive the pattern of an air-
plane blip through noise far mere effectively than can

the tracking program of the SAGE computer. Similarly

he is able to see patterns on oscilloscopes. Man can
also perceive patterns of events occurring cver time

and thereby anticipate events; this is behind much of

his ability to learn. ref. 7

Man exceeds computers in ability to recognize patterns

in spite of transpesitions, rotaticgns, translations, and

other distortions, which makes mechanical interpreta-

tion of complex visual displays, such as aerial photo-

graphs, or recognition of spoken words or longhand

impractical. ref. 26

Man can consider time-linked phenomena and extrapolate
from observed trends in completing his picture of the
system's operation. ref, 26

Men have a high tolerance for ambiguity and uncertainty,
based on life-long experience with ambiguity and the
ability to translate uncertainty into probabllity. ref. 26
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In many system instances, the most important functien
performed by the human being is interpreting. Here the
individual makes outputs which, in effect, place inputs

into categories whose basis is their effects rather than
their appearances. In other words, interpreting is a

matter of identifying the meaning of inputs. ref.

While beth man and machine are currently capable of
recognizing patterns from prescribed universes, only

man can currently discern relational pattern among items
from non-prescribed universes. ref.

Some limitations of human interpretive abilities should
be noted:

a. Past perceptual experiences influence present
interpretation and, conversely, current inter=-
pretive activities influence stored events and
change them both qualitatively and gquantitatively.

b. The reliability and content of signal interpre-
tation is particularly susceptible to emotional
and intellectual errors (both constant and
gsporadic), as well as physical degradation
(decreased sensitivity because of sensory
fatigue, etc). This problem of attaining and
maintaining reliable and valid human inter-
pretation of physical energy can be mitigated
by adequate design engineering (e.g., infor-
mation displays), personnel training (including
practice and training support documents and
materials), and on-the-job proficiency rein-
forcements, training and proficiency exercises,

ete.). ref.
"... the human opérator has certain tendencies to dis-
tort the meaning of stimuli, or to assign a meaning
that was not intended." ref.
In prediction of future position, the human being has
a strong bias to rely primarily on position, magnitude,
or direction, and his perceptual judgments and motor
responses are based only in small part on the higher
derivatives of input signals. ref.

The human being can estimate rate of change in input,
but he is not particularly accurate in perceptual esti-
mation or in the use of such estimates to determine

movement. ref.

11

5

14

26
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Man is quite limited im estimates of acceleration
characteristics, and reverts to estimates of velocity

(rate smoothing) when a constantly accelerating input

is withdrawn from view. ref. 26

The human being should not be reguired to estimate the

acceleration characteristics or higher derivatives of

input signals. ref. 26
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Machine Capabilities and Limitations

Machines are better able to apply deductive reasoning,
such as recognlzing stimuli as belonging to a general

class {with specified characterlstics) : ref.

Investigations of machine recognition of written or
printed characters or spoken language show how
primitive known electronic circuit principles are

compared to the nervous system. ref.

15

15
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Man-Machine Performance Comparison

MAN

Man is able to use percep-
tual constancies; i.e., the
spatial redundancy in the
real world to ''recognize"
objects and places and
thereby simplify otherwise
very complex situations.

Man has high tolerance for
ambiguity, uncertainty and
vagueness.

Man can interpret an input
signal accurately even when
subject to distractien,
high noise or message gap.

Man may introduce errors by
identification, redinte-
gration or closure.

Expectation or cognitlve
set may lead an operator to
see what he expects to see.

MACHINE

Machines have zero, or very
limited ability to use per-

ceptual constancies.

Machines are highly limited
by ambiguity and uncer-
tainty in the input.

Machines perform well oniy

in a clean environment.

Machines do not utilize
these processes.

Machines do not exercise
these processes.

ref.

ref,

ref.

ref.

ref.
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DECISTON MAKING

Human Capabilities and Limitations

Man is capable of integrating a large amount of infor-
mation gathered from experience and brlnglng it to bear
in a novel situation. ref.

Where the decision-making process is dependent upon
maximun flexibility, assign it to the human in the
system, ref.

Where the decision inveclves the consideration of a

situation context in which the weightings of the factors
involved vary in accordance with the context, assign it

to the human in the system. ref.

Where the decision-making couples active hypothesis
formulation with inductive reasoning, assign it to

the human in the system. ref.
[Humans]... may be reprogrammed by self-instruction
following input changes contingent on previous response
(dynamic decision making). , ref.

When all the alternatives. cannot be specified in advance,
true decision making is required and presumably this can
cnly be done by human beings. ref.

Humans will continue to be utlilized in several roles
which are essential in the decisilon-making process.
These 1lnclude:

a. estimation of the likelihood of future con- -
tingencies

b. assignment of values (or losses) to each possible
outcome

c.  establishment of a risk philosophy

d. recognition of indications of low-probability
events (or those which cannot be handled by the
equipment) -

e. Teview of selected actions before they are imple-
mented (where the stakes are high). ref.

19

20

20

20
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Dynamic decision making requires successive repro-
gramming, at each step of the way, of the filtering
conditions in short-term memory. Thus at each new
stage the individual wmust provide his own instruc-
ticns to establish the filtering set which tells him
"what to look for." This kind of flexible repro-
gramming constitutes one of the most striking char-
acteristics of human functioning, and one which
distinguishes it markedly from that of most machines.
In performing in this manner, the individual must
have available in his long-term memory the variety
of "filtering rules" necessary and relevant to the
problem to be solved. Choosing among them is the
major task accomplished by interpretation. The rules
themselves then come into play in determining the
particular filtering set employed in the next stage
of the problem; they are self-instructions, or

programs. ref.

Humans can serve several useful functions (related

to the interpretation of information) which are either
beyond present computer capabilities, or else would
require unrealistically complex equipment:

a. They can evaluate narrative informarion (such
as intelligence reports} and 'structure" or
code it for machine processing, particularly
if they are trained as specialists in limited
areas of interest. ‘

b. They can recognize unanticipated or low-probability
events which their data-processing equipment has
not been programmed to handle, particularly if
they are alerted to the possibility that unusual
events might occur. Further, they can attach
confidence levels to their reports of these
events. ‘

c. They can recognize patterns of events (both
temporal and spatial) which would require com-

plex electronics to be recognized automatically. ref.

The ability to reason inductively, .that is, to make
generalizations from specific observations is perhaps
man's greatest claim to fame. It is especially impor-
tant in troubleshooting. But one of the reasons the
inductive ability is so important is that the manual
programming provisions (in the forms.of maintenance
instructions and graphic aids) are inadequate to the
job, that is, they fail to provide adequate support for
human deductions, especially in troubleshooting. Since
the generalizations made by techaiclans are.#0 oftan im-
correct, the best- test amd check-out situation perhaps
should require as little as possible of man's inductive

ability....{this does not necessarily mean to automate.) ref.

11

25

24
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Man is an exceptionally good evaluative computer.

From intermittent information on a PPI display he is
able to estimate courses, velocities, times, and points
of interception with considerable accuracy. Man is
able to make decisions based on past experience and
patterns of visual or auditory inputs. He is the only
available computer able tec solve problems by logical
induction.

Throughout his lifetime, man selects and smooths in-
formation, estimates probabilities, anticipates altern-
ative outcomes, and in various other ways learns to
make decision in the face of excess, missing, or unre-
liable information. These abilities have many impli-
cations with respect to functions which he can perform
in complex systems.

Once we understand better how man uses heuristic pro-
cedures...in making decisions, we may be able to devise
similar machine pregrams.

Man...learns to make decisions in the face of excess,
missing, or unreliable informatioem.

When estimates of conditions depend upon subjective
or unanticipated factors that cannot be preprogrammed,
men will be superior.

Generalized information processing and decision making
should be performed by personnel where:

a. Pattern perception is Important (especially
where patterns may change in size, position, or
energy configuration (types and strength levels)
under different condltions.

b. Long-term storage of information is required.

c. Insight, discovery, or heuristic problem solving
is required.

d. Decislon making and learning in a complex
changing situation are required.

e. Ability to improvise and adopt flexible procedures
is important and, within the state of the art,
cannot be built into a machine program.

f. Number of low-probability events which might occur
is high and the cost or capacity of machine pro-
gramming is exceeded by the requirement.

g. Inductiveée reasoning is required, i.e., a require-
ment exists for generalizations to be made from
the specific events.

ref.

ref.

ref.

ref.

ref.

ref,
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This suggest that a military-information-processing

system which must cope with relatively unreliable data

might profitably use human operators as transducers

for probabilities. These probabilities could then be

entered into a computer which would compute the opti-

mal course of action. In one very important sense,

man is far more reliable than computers: once he

has learnad to perform a task correctly, he does not

usually repeat the same error, as does a computer

with a broken part. ref, 26

Man's ability to make decisions in situations which
he has not previcusly encountered, or to generalize
from one situation to another, is an asset in his -
favor as a decision-maker. ref. 26

Man has considerable flexibility in dealing with unique
situations for which all the relevant decision-making
factors canneot be anticilpated in advance. . ref. 26

In sensing, extrapelating, and decision-making the

computer may be given the primary function, but the

man should be available as backup. In many such

applications, it may be more economical and efficient

to assign the entire function to the man. ref. 26

In general,‘human beings are superior to existing
computers in making decisions for three reasons: \

a. they are capable of inductive reasoning

b. they are able to make inferences from cne
set of conditions to another, and

c. they are capable of making decisions in
situations which they have not previously
encountered. _ ref. 26

In performing decision-making tasks, the man may not

treat the total output of his information source

equally. He may select and reject various incoming

messages, and he adds his own evaluation to what has

already been done; his criteria may be different from

and superior to those of the intermediate processor,

since he is likely to have overlapping information

from a greater variety of sources. ref. 26
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Machine Capabilities and Limitations

Where the decision-making prccess is dependent upon
complex procedures requiring a large number of
differentiations or integrations, assign it to the
computer.

Where the decision—-making process is dependent upon
infallible memory with its precise scurce accurately
tagged (and ignoring display potential), assign it to
the computer.

Where the decisien involves contextless deductive
reasoning, assign it to the computer.

Where the decision invelves inductive reasoning of a
straightforward nature, assign it to the computer.

Where the decision—-making involves prediction of the
future and if the weightings of the wvariables involved
are known, assign it to the computer.

Specialized information processing and decision making
should be performed by equipment where:

Deductive logic can be programmed.

Speed and amount of memory search or entry
(storage) is an extensive requirement.

c. Highly complex computations or logical opera-
tiens are involved.

d. Short-term storage and retrieval of large
amocunts of data is required.

e. System funétioning requires extremely short time

lags between scheduled events.

f. Many routines, channels, and memory areas must

be utilized simultaneously (parallel operation).

g- A high degree of repetitiveness and routine is
involved in the sequence of tasks or events.

h. Events are unambiguous and probable but can be

expected to occur only infrequently, e.g., as in

monltoring of equipment readiness.

1. Reduction of the over-all amount of work load and

activity for personnel can be expected and pro-
vided within system cost parameters.

ref.

ref.

ref.

ref.

ref.

ref.
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Heuristic principles for searching functions should
be applied when machines are given problem-solving
duties. ref. 26
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Man-Machine Performance Comparison

MAN

Man can make inductive de-
cisions in novel situations,
has the ability to gener-
alize. :

Man does not always follow
an optimum strategy.

Man will require a review
or rehersal pericd before
making decisions based on
items in memory.

© MACHINE

Machines have little or
no capability for induction
or generalization.

ref.

~Machines will always follow

the stratepy which is built
into them.

Machines go directly to the
item in memory required for
the decision.

ref.

ref.

19

30

19



Page A-30

STORING AND RETRIEVING INFORMATION

Human ngabilities and Limitations

Humans excell in the ability to store large amounts
of information for long periods and to remember
relevant facts at the appropriate time. ) ref. 24

Humans are generally better in their abilities to

retrieve pertinent information from storage (recall),

frequently retrieving many related items of infor-

mation; but reliability of recall is low. ref. 15

Men have greater accessibility to items in storage
since they can get at a single memory in many different
ways. ref. &4

Man has a very limited short term (buffer) storage

capacity; however once learning has taken place man

is usually able quickly to call up the desired infor-

mation or to reinstate a skill whenever it is needed. ref. 9

Short-term memory imposes certain limitations on the
man's capacity for processing information, and may
introduce various distortions. ref. 13

Memory. Man is reascnably efficient in tasks requiring
long-term memory. . ref. 5

The storage capacity of the human nervous system is

larger than the capacity of all existing automata. The

access time of this human storage of information is

normally shorter than the access time of comparable

mechanical storage devices. ref, 22

Man has good long-term memory for generalized experience,

but rather poor immediate memory for most sensory func-

tions. This is especially so in audition. His access

time is slow, compared with that of a computer, but he

is able to recall generalized patterns of previous ex-

perience to solve immediate problems. As yet, no

computer can do this. ref. 31
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An essential feature of all "functions of intelligence”

is the sterage of information. In man we have to dis-

tinguish two different principles- of storage: short-

term storage, e.g., applied in mental arithmetic for

storing provisional results, and long-term storage,

e.g., for learning languages, writing, or manual

skills etc. ref. 22

Man can recover memories in many ways, simply by

"searching” for them; machines, which can reproduce

material that has been stored for a long time with

speed and accuracy, cannot produce it without

specific instructions as to its exact lecatiom. ref. 26

Man is able to store large amounts of information,

and although his recall is often imperfect, he is able

to make inferences upon the basis of past experience

about the likely outcomes of given courses of action. ref. 26

Many computer experts agree that the most important

respect in which men excel computers is Iin the acces-
sibility of the items in storage. Men can get at a

single memory in many different ways; in particular,

they can recover memories on the basis of similarity

alone. Computers, by contrast, have no such efficient
cross—-indexing. If they did, it would be possible to -
write programs which rely on the computer to lecate

and produce any item in memory without specific in-

struction concerning where that item is. At present,

no such procedure is possible. ) ref, 4

Summary of man's information storage capability:

Limited memory capacity with some inaccuracies.

Slow. Storage not permanent. Number of channels

that can record simultaneously limited and they

will affect {(interfere) with each other, though

accasionally this 1s beneficial for augmenting

a weak signal. ref. 2

Long-term gtorage and recall of meaningful material
of considerable contextual complexity should be per-
formed by personnel when:

a. Retention of abstract and symbolic material
and its selective recall for a wide variety
of applications is required.
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b. Modification of retained material in the
direction of new learnihg about a constantly
changing environment is required

¢. Judgment in situations is required where all the
relevant factors cannot be clearly specified in
advance.

d. Self-modifying behavior based upon retention of
experienced events is required. ref.

One of man's most serious limitations in handling infor-
mation arises from his very limited buffer storage (or
immediate memcry) capacity. ref.

The speed and accuracy of human recall is often poor. ref.

28

26
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Machine Capabilities and Limitations

Computers excel men in long-term storage of immense
amounts of informaticn, and can reproduce it extremely

accurately. ref. 4

Machines are generally better in the abilities to store
coded information quickly and in substantial guantity
(for example, large sets of numerical values can be

stored very quickly). . ref.

Storing and recalling large amounts of precise data

for short periods of time. Especially in the computer
field, there are requirements for short-term storage of
information {"scratch pad" data), followed by complete
erasure of the data in preparation for another task.
Machines excel at this; humans not only have difficulty
memorizing large amounts of information, but their recall
is often spotty, and they have difficulty in completely

erasing information in short-term storage. ref,

Storage of large amounts of data and recall for shert
periods of time should be performed by equipment when: -

a. Information is low in meaningfulness to the
human, even though it may ultimately be useful
to him.

b. Encoding or identification for library search
can be simpler than the symbolic processes
utilized by humans for the purpose of recall.

¢. Rapidly committing large amounts of information
to storage is required, since humans often cannot
recall information and apparently cannot com-
pletely erase learned material -- a factor which
sometimes creates considerable unreliability and

lack of wvalidity in operator performance. ref.

Summary of machine information sterage capability:

Able to accurately and rapidly store vast amounts
of data for long periods of time. Can record on
many channels simultaneously without interference.

Does not process data unless instructed to do so. ref.

15

24
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Man-Machine Performance Comparison

MAN

Man has excellent long term

memory for related events.

Man is not well adapted to
high speed accurate search
of large volumes of infor-
mation.

Man has extremely limited
short-term (buffer) memory
for factual materlal.

Limitation te rule sterage
not known.

Man has the ability to
improvise and exercise
judgment based on long
term memory and recall.

MACHINE

Machines can-have this
property, but are very
expensive.

Computers are built to
do just this.

Machines may have as much
buffer memory [as] can be
afforded. '

Limits of rule storage
("logic") quite high.

Machines do not possess
these properties; they
are best at routine funec-
tions. ‘

ref.

ref.

ref.

ref.

ref.

19.

19

19

11

19



Page A-35

RESPONDING

Human Capabilities and Limitations

Man has the capability to act as an intermittent servo
in the performance of a number of different systems or
equipments. ref. 19

Man is better suited to situations where alternative
modes of operation are likely te be required. ref., 19

Man has the capability for tracking through clutter in
a wide variety of situations. ref. 17

Human controllers will probably continue to be replaced
in many systems by automatic feedback control systems;
however he can develop very high levels of skill. ref. 9

The responsibility for test system contrel is to be

given to the operator, so that he and the system (i.e.,
automatic checkout equipment) can function most effec-

tively: ref. 6

Man can guide and control equipment performing construc-

tive operations to a degree that cannot be done any other

way, since constant modificatiens and adjustments in the
general method of performing any operation will be re-

quired to meet the conditions that prevail. ref. 1

Intermittent cperation of equipment is possible if man
is present as a controller and actuator through time to
make the on-off decisions. ! ref, 18

These motor activity capabilities enable man to act upon

the environment by manipulating controls, changing his

position and location, transmitting information verbally

to other men, and by lifting and moving objects. As in

the case of man's data sensing and data processing capa-
bilities, the motor capabilities of man are rarely used

in isolation. ref. 21
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In this role, man alsc has his capabilities and his limi-
tations. He can push buttons and pedals, turn knobs,
throw switches, and operate various other kinds of con-
trols, provided such controls do not impose tasks that
exceed his capabilities. Some of these can be listed

as follows:

a. The forces that human operators can exert are
limited.

b. Human operators are relatively slow in moving
controls, as compared with machines. Also,
compared with machines, human movements involve

. congsiderable time delay between the time the
decision is made to move the contrel and the
time the movement is initiated. Thus, when
controls should be operated with little delay
and with great speed, machines are superior
to human beings.

c. Man is also limited in the kinds of movement
he can make. He can reach in some directions
and not in others, and he can reach or extend
his 1limbs only for limited distances.

d. The precision with which man can apply a given
force to a control is also limited. If asked to
maintain a certain pressure on a control, the
actual pressure will oscillate around the de-
sired pressure and wlll approximate the desired
pressure with some average (or constant) error.

e. The time during which man can apply a force is
limited.

f. Man, as a controller, is easily overloaded. ref,

Man can talk, push buttons, use hand cranks or joy-

sticks. He can point, write, push pedals, and so on.

All of these outputs are usable and have been used in.
man-machine systems. It must be remembered that his

motor performance characteristics vary considerably,
depending upon the mode of response. ref.

As task-induced stress (increased input frequency) is
introduced, the man generally reduces the weight assigned

to higher derivatives of the input signal, and in this

sense regresses toward a lower level of control. ref.

As the man is required to respond more rapidly or at the
same rate to a greater number of stimuli, performance
accuracy decreases proportionately. ref.

16
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Human beings tend to react intermittently rather than
continuously to stimuli, even if stimuli are continuous
rather than discrete. For certain continuously changing
stimuli it appears that human responses are made at the

rate of about two per second. ref.

Genarally, two-way communication between the men should

be minimized, so as to reduce the possibilities of error
However, there is some feeling on the part of human

factors specialists that completely eliminating such
communication may have an adverse effect, since it tends

to "dehumanize' the situation. . ref.

26.

26
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Machine Capabilitles and Limitations

When the identifications involved in tracking can be

reduced to simple inputs varying in a single dimension,

it is cbvious that machline performance can easily be

made to exceed that of a human operator. ~ref, 11

While man possesses many alternative modes of opera-
tion, when hils size and weight are considered in rela-
tion to machines, for most specific modes of operation
machines outstrip men. Machines can perform routine
repetitive tasks without decrements due to boredom and
fatigue. They can perform many different things simul-
taneously without man's physioclogical limitations.
Machines can be built to respond much more gquickly to
control signals and can apply great forces smoothly

and precisely. The ability of man to make control
movements is limited in both power and speed. One
advantage of using man's motor capability however,

1s his ability to change both position and location
with relative ease. ref, 2
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Man-Machine Performance Comparison

MAN

Generally not good at
tracking although may be
satisfactory where situation
reguires freguent repro-
‘gramming; can change
tracking properties to pro-
duce best attainable system
performance in any situ-
ation. Is best at position
tracking with changes under
3 radians per second.

MACHINE

Good tracking charac-
teristics easy to obtain
for limited set of ‘require-
ments, etc.,; to track well
in all conditions consid-
erable complexity required.
Properties fixed in each
range.

ref.

30
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APPENDIX B
MAN-MACHINE TASK VS CAPABILITIES MATRIX

The following pages are a tabulation of the basic man—hachiﬁé per-
formance capabilities relevant to each generic air traffic control task.
An X in a row-column intersecticn indicates that the performance capability
is required. to accomplish the task. The procedure for deriving this matrix
is described in Section 3.3 of the report.

The key to the performance capability abbreviations is as follows:

MO - Monitoring

SE - Sensing

IP - Information Processing

IN - Interpreting

DM - Decision Making

SR - Information Storage and Retrieval
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PERFORMANGE CAPABILITY

TASK
NO. TASK TITLE Mo | se J1p J1in]om] sk
1.0 PROVIDE FLIGHT PLANNING INFORMATION

1.1.1 Accept Data Link Request

1.1.2 Accept Telephone Reguest

1.1.3 Enter Request into System

1.2.1 Select Pfeformatted Reply

1.2.2 Rétrieve Information Reguested

1.3.1 Compile Non-Preformatted Response

1.3.2 Display Information Requested

1.3.3 Transmit Reguested Information Via Telephane

2.0 CONTROL TRAFFIC FLOW

Select Terminal or Jurisdiction and Time
2.1.1 Period to be Considered

2.1.2 Determine Effects of Weather on Capacity

Determine Effects of Airspace Restrictions

2.1.3 on Capacity
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PERFORMANCE CAPABILITY

TASK '
NO. TASK TITLE Mo | sE [1p | 1n [om] sr
Determine Effects of Ground Equipment Capa-
2.1.4 bility and Status on Capacity
Determine Effects of Flight Hazards on
2.1.5 Capacity
2.1.6 Determine Total Effect on Capacity
Determine Jurisdiction/Terminal Demand due
2.2.1 to Commercial Schedule
2.2.2 Process and Store Reservations
Determine Jurisdiction/Terminal Demand due
2.2.3 to Reservations
2.2.4 Determine Total Jurisdiction/Terminal Demand
2.3.1 Compare Capacity with .Demand
Determine Origins of Demand in Capacity
2.3.2 Overload Situations
Determine What Number of Aircraft are to be
2.3.3 Delayed for What Period of Time
2.3.4  |petermine Where Delays are to be Absorbed
2.3.5 Formulate Flow Contrel Directives
3.0 PREPARE FLIGHT PLAN
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PERFORMANCE CAPABILITY
TASK TASK TITLE

NO. _ MO | SE | IP [IN]OM] SR

Specify Desired Destination and Route
3.1.1 Information

3.1.2 Specify Aircraft and Pilot Information

Spécify Type Flight Plan and Special Services
3.1.3 Desired

Obtain Operational, Environmental and
Regulatory Information for Desired
3.2.1 Route and Destination

Determine Modifications Required to make
Prelim, Flight Plan Consistent with Oper-
3.2.2 ational, Environmental and Requlatery Info.

Determine Effects of Required Modifications
3.2.3 on _Flight Intentions

3.3.1 Compile Flight Plan

3.3.2 Check Flight Plan for Internal Consistency

3.3.3 Submit Flight Plan

4.0 PROCESS FLIGHT PLAN

Determine Points for Which ETOV's are to be
4.1.1  |Computed

4,1.2 Compute ETOV's/ETA

Compare Flight Plan with Aircraft Capability
4.2.1 and Status
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TASK

PERFORMANCE CAPABILITY

NO. TASK TITLE mo J'se Jip Jin]om] se

Compare Flight Plan with Operational and

4.2.2 Environmental Conditions .

4.2.3 Probe for Conflicts Among Flight Plans
Compare Flight Plan with Flow Control

4.2.4 Directives and Guidelines

4,2.5 Compare Flight Plan with Rules and Procedures

4.2.6 Compare‘F1ight Plan with Flight Progress
Compare Flight Plan with User Class/Pilot

4.2.7 Qualifications

4.2.8 Compile List of Discrepancies

4.2.9 Determine Flight Plan Priority

4.2.10 |Determine Acceptability of Flight Plan
Identify Flight Plans that must be Modified

4,2.11 | as a Result of this Approval

4.2,12 | Inform Pilot of Flight Plan Approval

4.2.13 | Determine Special Services Required
Determine Changes Required to Make Flight

4.3.1 Pian Acceptable
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE Mo ['se Jrp Jin [om] se
Determine Responsibility to Modify the Flightl
4,3.2 Plan :
4,3.3 Inform Pilot of Unacceptable Flight Plan
4.3.4 Compile Modified Flight Plan
4.4.1 Receive and Enter Pilot's Response
4.4.2 Cancel Flight Plan
4.4.3 Designate Responsible Jurisdictions
Designate Communication Links between ATM
4.4.4 and Aircraft
5.0 ISSUE CLEARANCES AND CLEARANCE CHANGES
Determine if Identification Code Assignment
5.1.1 is Required
Compare Flight Progress with Clearance Limit
5.1.2 and EFC Time
Determine Pilot Intentions Following Missed
5.1.3 Approach
5.2.1 Assign Identification Code

Determine Clearance Tolerances
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PERFORMANCE CAPABILITY

i TASK TITLE Mo [ se J1p Jrufou] se
5.2.3 Detgrmine C]earanEe Limit
5.2.4 Determine Required C]earapce Instructions
5.3.1 Compile Clearance to be Issued
5.3.2 Transmit Clearance Message ‘
5.3.3 Receive Acknowledgement of Clearance
6.0 MONITOR AIRCRAFT PROGRESS
Receive/Enter Correlated Position and
6.1.1 Identification
6.1.2 Receive/Enter Position
6.1.3 | Correlate Positi&n and Identification
6.1.4 Request Aircraft Identi;y
6.1.5 Assign Arbitrary Aircraft ldentification
Initiate Aircraft Actual Time-Position
6.2.1 Erofi]e
6.2.2 Update Aircraft Actual Time-Position Profile
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE MO [ SE | 1P | In | DM] SR
6.3.1 Derive Rate of Change of Position
6.3.2 Compute Short-Range Extrapolations
6.3.3 Compute Long-Range Extrapolations
6.4.1 Determine Ajrcraft Readiness
6.4.2 Detect Aircraft Emergencies
6.4.3 Determine Nature of Emergency
6.4.4 Receive and Enter Aircraft Status Changes
6.4,5 |lUpdate Aircraft Status
Receive and Enter Reports of Aircraft
6.4.6 Capability Changes
6.4.7 Update Ajrcraft Capability
7.0 MAINTAIN-CONFORMANCE WITH FLIGHT PLAN
7.1.1 Specify Time Period to be Checked
Construct Pairs of Flight Plans to be
7.1.2 Compared
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE o ['se J1p |1 | om| sk
Select Relevant Portion of each Pair Member's
7.1.3 Intended Time-Position Profile
Compare Intended Time-Position Profiles for
7.1.4 Intersections in x, y, h & t )
Propose Revised Flight Plan to Correct Long-
7.1.5 Term Conflicts Among Flight Plans
Determine Aircraft's Intended Present
7.2.1 Position
Compute Deviations between Afrcraft's
7.2.2 Intended and Actual Present Position
Determine Aircraft's Intended Future
7.3.1 Positians
Compute Short-Range Deviations (in x, y, h) .
7.3.2 from Flight Plan
Compute Long-Range Deviations {in t) from
7.3.3 Flight Plan
7.4.1 Compare Deviations with To]erancés
7.4.2 Inform Pilot of Qut-of-Tolerance Deviations
Receive Pilot's Response Concerning
Resolution of Out-of-Tolerance Present and/or
7.4.3 Long-Range Deviations
Develop Flight Plan Revisions to Correct Out-
7.4.4 of-Tolerance Deviations
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE Mo ) SE J1p [1n ] oM SR

8.0 ASSURE SEPARATION OF AIRCRAFT

8.1.1 Select Airspace Volume and Time Frame

8.1.2 Predict Aircraft Paths

Identify Path Prediction Profiles for the
8.1.3 Airspace and Time Frame

Pair Path Prediction Profiles for Conflict
8.1.4 Comparison

8.1.5 Determine Conflict Probabijlity for each Pair

8.1.6 Determine Conflict Imminence for each Pair

8.1.7 Determine Actjon Reguired

8.1.8 Monitor for Unexpected Deviations

Determine if Action Classification has been )
8.1.9 Updated

8.2.1 Hypothesize Performance Changes

8.2.2 Analyze Performance Change for Conflicts

8.2.3 Format Performance Change Message
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TASK

PERFORMANCE CAPABILITY

NO. TASK TITLE mo |'se [1p [1nTom] sz
8.2.4 Transmit Performance Change Message to Pilot
8.2.5 Determine Performance Change Status
9.0 CONTROL SPACING OF AIRCRAFT

Determine Identity and ETA of Arriving:
9.1.1 Aircraft

Determine Identity and ETD of Departing
9.1.2 Aircraft '

List Arriving and Departing Aircraft and
9.1.3 ETA/ETD
9.2.1 Determine Airport Capacity

Analyze Predicted Schedule for Alternating
9.2.2 Periods of Excess Demand and Slack

Analyze Temporal Distribution of Arrivals
9.3.1 and Departures

Allocate Blocks of Time for Arrivals and
9.3.2 Departures ‘

Compare Predicted Arrival and Departure Times
9.4.1 with Runway Schedule

Change ETA's and ETD's to be Compatible with
9.4.2 Runway Schedule

Select Sequence/Schedule Change to be
9.5.1 Implemented :
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PERFORMANCE CAPABILITY

TASK \
NO. TASK TITLE Mo [ se [1p [1n[om] sr
Hypothesize Performance Change Required to
9.5.2 Implement Desired Sequence/Schedule
Check Proposed Performance Change for Pre-
9.5.3 dicted Conflict
Assess Control Implications of Performance
Required to Implement Sequence/Schedule
9.5.4 Change
Submit Performance Changes within Existing
9.5.5 Flight Plan to Clearance Function
Propose Revised F1ight Plan to Implement
9.5.6 Sequence/Schedule Change
9.5.7 Submit Revised Fljght Plan for Approval
11.0 PROVIDE ATRCRAFT GUIDANCE
11.1.1 |Determine Desjred Position
11.1.2 |Determine Requirements for Further Vectoring
11.2.1 [Measure Course and Distance
11.2.2 |Compute Time Interval
11.2.3 |Compute Ground Speed
4111.2.4 [Compute Altitude Difference
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PERFORMANCE CAPABILITY

i TASK TITLE mo |se {1 [1n]om] se
11.3.1 Cempute Airspeed

11,3.2 |[Compute Vertical Speed

11.3.3 |Compute Heading

11.4.1 Compute Heading Command

11.4.2 |Compute Ajrspeed Command

11.4.3 |Compute Vertical Speed Command

11.5.1 |Compile Vectoring Instructions

11.56.2 |Transmit Vectoring Iﬁ%tructions to Pilot
11.5.3  [Assess Aircraft Response

12.0 ISSUE FLIGHT ADVISORIES AND INSTRUCTIONS
12.1.1 |Receive Pilot's Regquest for Information
.12.1.2 Acknowledge Pilot Request for Information
12.1.3 |Select Applicable Preformatted Messages
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TASK PERFORMANCE CAPABILITY

TASK TITLE

NO. MO | SE JIP [IN|DM] SR

12.1.4 |Retrieve Information Requested

12.1.5 [Compile Special Response to Request

12.1.6 |[Transmit Preformatted Advisory to Pilot

12,1,7 |Transmit Special Response to Pilot

12.2.1 |Evaluate Advisory for Data Content

Determine Aircraft to Which Information
12.2.2 |[Applies

Determine Method of Flight Advisory
12.2.3 |[Distribution

. Determine Distribution Position for each
12.2.4 1ldentified Aircraft

12.2.5 |Determine Time of Simultaneous Distribution

12.2.6 |Prepare Transmission Schedule

Correlate Present Position with Distribution
12.2.7 |Position

12.3.1 |Determine Endangered Aircraft

12.3.2 |[Compile Alert Message
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE Mo [ s [1p [1n ] om] sR
12.3.3 |Transmit Warning Advisory to Pilot
12.3.4 |Receive Pilot's Response
13.0 HANDOFF
Correlate Aircraft Position with Juris-
13.1.1 |[dictional Boundaries
13.1.2 |Determine Functions to be Transferred
Correlate Aircraft Position with Airspace
13.1.3 [Structure Boundaries
Receive Pilot's Request for Transfer of
13.1.4 |Responsibility
Determine Acceptability to Jurisdictions
13.1.5 |Involved
Determine if Communication Channel Change is
13.2.1 |Required
Determine Availability of Appropriate
13.2.2 |Channels , '
13.2.3 |Designate Channel to be Used
13.3.1 [Transfer Responsibility for Control

13.3.2

Compile Required Information for Clearance
Function
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TASK PERFORMANCE CAPABILITY

TASK TITLE Mo [ SE 1P | 1N ]| OM] SR

14.0 MAINTAIN SYSTEM RECORDS

Detect Information Requiring Operational
14.1.1 |Report

14.1.2 [Retrieve Applicable Operational Report Format

14.1.3 |{Enter Detected Information

Determine Necessity for Additional Infor-
14.1.4 {mation

14.1.5 |Retrieve Additional Information

14.2.1 |Classify Data Elements

14.2.2 |Assign Appropriate Identifiers

Determine if Data Transform/Reformat is
14.2.3 [Required

14.2.4 Trahsform/Reformat Data Element

14.2.5 |Enter Data Element into Storage

14.3.1 |Determine if Report is Available

14.3.2 |Retrieve Format
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE Mo [se J1p [ ]om] se

14.3.3 |Develop Format

14.3.4 |Retrieve Required Data

14.3.5 [Analyze Data

14.3.6 |{Compile Report

15.0 PROVIDE ANCILLARY AND SPECIAL SERVICES
Compile/Update Description of Special

15.1.1 |[Service Required

15.1.2 [Monitor Progress of Service
Determine Requirement for Special Flight Plan

15.2.1 [|Priority

15.2.2 |Establish Area of Restriction

15.2,.3 |Determine Guidance Service Regquired

15.2.4 |Determine Special Separation Minima

15.2.5 |Determine Advisories Required

15.2.6 |Determine Necessity for Issuance of NOTAM(s)




Page B-18

TASK PERFORMANCE CAPABILITY

NO. TASK TITLE Mo [se [1p {1 [om| sk

16.0 PROVIDE EMERGENCY SERVICES

16.1.1 |Determine Adequacy of Emergency Description

16.1.2 |Request Additional Required Information

16.1.3 [|Compile Description of Emergency

16.2.1 |Determine Required Ground Support Assistance

Determine Assistance Required from Other
16.2.2 |Aircraft

116.2.3 |[Determine Aircraft to Provide Assistance

Issue Instructions to Aircraft Providing
6.2.4 [Assistance

Determine Required Technical Instructions to
16.2.5 |Aircraft in Emergency Situation

16.2.6 |Determine Emergency Flight Plan

Determine Requirement for Use of Emergency
16.2.7 |Communication Link

Inform Pilot of Change to Emergency Frequency
16.2.8 |Link
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE o [se e | 1n [ om] sw
16.2.9 Determ{ne Required Guidance Assistance
16.2.10 |Issue Instructions to Ground Support Facility
MAINTAIN SYSTEM CAPABILITY AND STATUS
17.0 INFORMATION
Determine if Weather Observation Report is
17.1.1 {Required
17.1.2 [Determine if Supplemental Data is Required
17.1.3 |Request PIREP
17.1.4 |Receive Supplemental Data
17.1.5 Make Weather QObservation Report
17.1.6 |Transmit Weather Observation Report
17.1.7 {Receive and Enter Weather Information
17.1.8 [Store Weather Information
17.2.1 Determine Data Base Item Affected
17.2.2 |Retrieve Affected Data Base Item
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PERFORMANCE CAPABILITY

TASK
NO. TASK TITLE Mo | SE [ 1P [ 1ni [ om] sw
Determine Required Change to the Data Base
17.2.3 |Item :

17.2.4 |Purge Affected Data Base [tem

17.2.5 |Format New Data Base Item

17.2.6 |Store Data Base Item

17.3.1 Determine Data Base Item Affected

17.3.2 |Retrieve Affected Data Base Item

Determine Required Change to the Data Base
17.3.3 |Item

17.3.4 [Purge Affected Data Base Item

17.3.5 |Format New Data Base Item

17.3.6 |Store Data Base Item

17.4.1 Determine Data Base Item Affected

17.4.2 |Retrieve Affected Data Base Item

Determine Required Change to the Data Base

-17.4.3  |Item
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TASK

PERFORMANCE CAPABILITY

NO. TASK TITLE Mo |'sE T1p {1u om| sr
17.4.4 Purge_Affected Data Base Item
17.4.5 |Format New Data Base ltem
17.4.6 |Store Data Base Item
17.5.1 Determine Data Base Item Affected
17.5.2 |Retrieve Affected Data Base Item
Determine Required Change to the Data Base
17.5.3 |[Item
17.5.4 |Purge Affected Data Base Item
17.5.5 |Format New Data Base Item
17.5.6 |Store Data Base Item
17.6.1 |Determine Data Base Item Affected
17.6.2 |Retrieve Affected Data Base Item
Determine Required Change to the Data Base
17.6.3 |Item
17.6.4 |Purge Affected Data Base Item
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PERFORMANCE CAPABILITY

"o, TASK TITLE Mo [ s e {1 ]om} s}
17.6.5 |Format New Data Base [tem
17.6.6 |Store Data Base Item
Monitor COMM and NAV Systems for Status
17.7.1 |Change
17.7.2 |Activate Standby Equipment .
17.7.3 |Retrieve Affected Data Base Item
17.7.4 |Format New Data Base Item
17.7.5  |Store Data Base Item
17.8.1 Mon&tor Ground Fac{]ities for Status Change
17.8.2 |Activate Standby Equipment
17.8.3 [Retrieve Affected Data Base Item
17.8.4 Format‘New Data Base Item
17.8.5 Store Data Base Item
17.9.1 |Receive and Index User Class Information
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TASK PERFORMANCE CAPABILITY

TASK TITLE MO [ SE [1p | In [ OM] SR

17.9.2 |[Retrieve Affected Data Base Item

17.9.3 |[Determine Change Required

17.9.4 [Purge Affected User Class Data Base Item

17.9.5 |Format User Class Data Base Item

17.9.6 |Store User Class Data Base Item

17.10.1 |Maintain Talljes of Active Fljght Plans

17.10.2 Compiie ETD's, ETOV's, and ETA's

17.10.3 |Store Traffic Data

Determine Requirement for Preformatted Data
17.11.1 [Modules

17.11.2 |Compile Preformatted Data Modules







Page C-1

APPENDIX C
TASK PERFORMANCE CAPABILITY RATINGS

This appendix contains a complete listing of the performance capa-
bility scores assigned by individual raters for each air traffic management
task*. Each page is a tabulation-of all scores for a single rater, arranged

in the following format:

— PERFORMANCE CAPABILITY —

. o
e o S
& &8 & S N &
s AL S NS NS
S Se&P & & ) & So LA
N O 9 = & ) S =
g NS A ~ P X & a3 NS N
SR L &5 & §&FF 85
§ &858 £ § §F § 9¥ &w

Entries in the performance capability columns are the scores assigned by
the rater, encoded as follows:

000 No rating requested and none assigned
po1 - 099 Rating requested and assigned

101 - 199 No rating requested, but rater believed
: performance capability was relevant to
the task and so assigned a rating

200 . Rating requested, but rater declined to
rate the task
Therefore, within each three-digit group, the first digit indicates the
condition by which the score was assigned, and the last two digits are
the score jtself,

*Note scores are shown for Tasks 2.2.5 and 4.4.5 which were discarded
from the functiocnal analysis. No scores are shown for Task 9.2.2 which-
was added to the functional analysis subsequent to rating of tasks.



Page C-2

062
000
000
o)
0s0
ooco
oco

000
opo
(R
000
oon
000
099
00
orn
[114]
ood
QED
000
090
060
ooo
$60
ooa
Cea
002
Lilals}
009
000
000
200
000
000
000
0t0
000
Q00
000
080
000
040
000
0%0
o0y
0%0
060
000
0zo
000
0LO
000
11 1]
oco
0% 0
0v0
090
as0
000
080
000
000
050
050
000
080

000
[ [ ]]
$30
oL
560
060
6§60

sé0
060
560
S&60
060
60
$00
aso
ov0
060
S80
0L0
oto
oLo
000
S60
8o
o¥C
000
or1o
0z0
080
000
000
0£0
000
000
o190
0%0
aso
0%0

0zo
SN0
ato
Q00

0%l
0zo
aso
0no
0E0
[+ ]]
080
000
-1 4]
[]:1)
ov0
050
aza
ofo
0L0
000
0za
000
0zo
100
000
[:14]

009
060
oL0
059
060
[1:1)
060

060
S80
060
053
$80
060
0zo
oLd
080
080
080
050
os0
090
ooo
050
Qw3
Goo
[+
(L]
090
08d
0o
ooa
0%0
000
ooo
oLo
o10
000
azo
0Z0
0€0
090
oeo
oo
azo
o1n
<00
o%0
o0o
000
000
azo
Lal]]
a1
000
oze
0€0
100Q
010
-1 1]
0Z0
000
010
onog
080
000
o110

000
066
090
090
090
30
$60
560
010
S60
€60
0L0
$60
0z0
0%0
owe
[+1:]¥]
0z0
SED
060
000
029
080
oo
0co
(]3]
020
660
660
060
020
060
660
660
660
o0
0£9
a%0
020
010
860
660
010
060
660
0z0
0z0
60
0z¢
560
0L0
$00
000
0ED
0o
000
avo
080
060
DEo
080
060
0¥0
aLo
100
000

000
200
100
oeo
000
200
000

o0
ono
D20
000
Q00
a00
660
660
000
oot
030
020
o0
Qoo
000
100
000
000

-080

[o00]
020
000
009
000
aoo
Ga00
000
coo
030
co0
Qoo
090
ooo
000
aoo
000
ono
Q00
000
onQ
000
Qoo
660
opo
atlo
ooo
000
ond
oap
000
oo
ono
000
000
ono
000
[:].1]
o000
ono

000
ooo
010
000
ono
J00
000
000
009
300
000
000
000
000
$00
aoo
000
a00
ono
aiLp
200
Qo9
0co
141+]
000
coce
oLg
000
200
Qa0
coo
o] +]e}
000
oo
cooe
200
000
200
00
000
coc
000
000
too
Qoo
[H J4]
ooo
ooo
080
660
Q00
0L0
Q00
000
000
000
00e
000
L[]}
000
Qoo
00o
0] 4]
ago
oeo0
0o

(X1 P
§060L1
106027
ZOBOLY
€031
S090LT
109041
(A YoTN |
SOYCLI
1a%041
€J€0L1
£32Q41
122041
§219241
1072417
122091
€2ZLo1
201Cel
%02051
221061
70t Nt
s027%1
T020%1
22197
€020¢c1
4CT10¢1
$0E021
Lozozl
£0c021
901021
Z010Z1
136011
£2€0TI
€0Z0T1
tor1011
#0506
2049062
102060
§02080
102080
9012460
201080
ZO%GLD
T0EQLD
vol0L0
10%090
£0v09Q
Z0t090
£010%0
101090
02050
£01050
¥040%0
¥OE0Y0
£1Z0%0
6020%0
502040
10200
Z20t0t0
1020¢0
$0€020
10t020
202020
Q1020
€ocono
10Z010

b6(
<60
J60
030
200
80
560
260
0a0
S60
060
fgo
geo
200
300
6560
oco
J00
ogQ
Goo
100
000
[¢]e]s]
G660
050
L0
200
oo
560
can
300
J00
Qoo
nLo
200
[s14]
(1]
oeo
Q20
280
[]+1:]
[sL 1d]
0s0
oon
090
010
€20
i1 ]
opo
000
0%0
0€0
0EOD
onn
ooo
0E0
(L 1:]
050
0%
ooo
ooo
Q00
0L0
0sa
000
oso

000
0do
00G
030
L0
560
ool ]

000

000
©00
S60
ls]o}
000
000
090
020
060
050
0%0
SL0
60
Lo ]]
060
0z0
Q€D
000
0L
060
500
o0
000
000
0600
000
0z0
Q2o
0230
200
100
s00
060
o0
000
050
000
o000
o000
000
000
0%0
020
020
000
000
000
080
000
000
100
o€o
000
000
100
000
$00

ceo
[Je 10
coo
080

000
010
000
500
000
050
200
000
0zo
ato
000
010
000
000
0zZo
ozo
ano
000
000
0€£0
0eo
000
080
noo
0%0

olo
1]
000
0¢o
000
$00
020
0ozo
o0
090
090
o010
080
060

oLo
66
o%0

200
203
290
262
3€0
000
202
000
000
200
200
EEL)
209
0z0
000
oo
000
<00
260
940
300
300
000
100
200
000
000
£00
000
100
2.0
000
000
000
000
000
oce
500
500
ooo
000
000
obo
000
000
080
080
020
000
3 (]
000
000
000

200
1] ]
00
oQu
000

000
ogp
000
ooo
ooo
oop

ro¢
200
220
sed
200
200
[ad15]
009
000
000
000
mo
00¢
o%0
000
009
000
080
000
090
000
003D
000
0Z0
ono
0090
000
000
900
000
090
000
009
a0Q
000
200
000
000
200
0LO
000
000
000
000
Q00
080
060
200
100
olo
200
1oo
Q00
200
090
000
000
000
aQo
000
o000
000
040
oo
ono
000

2006111
%06321
S0t
1083121
Z0LoL1
v0932 1
906921
208021
0voll
90€021
70€021
LUTA TR
gO010LT
»atl0L1
012091
9920971
202091
101091
L0Z2sY
101061
€0E0y 1
*0Z3%1
sO19%1
101041
20Z0¢1
€010t
E0ENZ1
FO2CZT
03621
s01027
101221
€0%011
ZQea11
202311
L05060
£05260
T0%069
£0T1960
¥0Z2080
501080
S01080
101060
T0%Q10Q
£0zZ020
01020
90+090
Z0%090
10€990
%01090
£DE0SO
£02050
201050
€0%0%0
EQEO50
212040
P0Z040
*0Z0v0
2a10%0
10€0c0
E0iOg0
06320
507970
10Z070
€01020
Foe010
€o1010

200
200
200
200
2%0
390
300
€0
3
000
040
00G
000
050
3210
390
o0t
000
200
060
009
200
000
900
090
000
000
010
000
000
000
940
0%30
0%0
090
0€0
000
OEC
0%G
000
990
0zo
0fQ
oto
090
0%0
0L0
0€0
LTS
0v0
000
099
090
$90
000
000

000
S60
<60
000
0
“60
260
S60
§60
060
580
560
000
06Q
020
QLo
oLo
0sd
DL
300
02
S60
560
000
0eo
L3
200
oLo
0zo
090
o»0
000
200
s00
oLo
aL0
oo
0oo
Q00
500
500
oso
000
700
000
000
00
a»0
ce0
000
0Lo
azo
100
0ao
ozo
0zo
010
0%0
a8Q
000
0EQ
000
010
100
(111}
000

L "ON ¥3lwd

000
o200
S8Q
080
ooo
0689
060
L 1: L
260
060
$80
J60
0e0
0LO
oLQ
oeo
[o}:1+}
080
0%
050
000
o0o0
06l
060
000
000
0G0
000
ayd
080
0zo
a%0
aLd
000
o9a
0Zo
ozZo
oxo
000
000
580
1] 4]
0zo
000
o0
D0
000
0s2
azo
o010
coa
oto
soe
ooo
QED
0€0
100
oto
ota

100
6to
ono
[].1]
oko
S00
o0

050

Lo
S60
560
Lo
560
560
at 0
bl 14]
0zo
00
010
0zo
S0
0zo
200
060
0L0Q
0Zeo
090
000
560
06Q
S60
080
060
€60
660
4640
0s0
090
000
100
oL0
s60
s6qQ
0lL0
580
0£0
050
102
090
Cé0
060
S00
000
000
olo
000
090
0Z0
080
0%0

100
[-L-1:]

$10
040
oh0
oBo

00D 000 ZO011Ll

000
300
000
ooq
660
000
[1:h)
oo
000
ooo
000
0co
060
coo
000
Qoo
000
000
ono
000
000
voo
000
000
000
200
000
00
000
000
oac
000
000
0%0
000
000
009
000
000
660
0ao
000
neo
009
000
000

-a90

000
000
000
ono
oQo
0no
ano
000
000
000
pno
000
[]:1]
000
000
000
000
000
0€0

000
Q00
000
000
080
000
000

00

Q00
002
000
002
060
ou
Q00

000

000
090
000
090
aag
ooe
ooo
000
ono
0oo
[ols 11]
Q03
000

LI

540
ooD
000
an0
Qo0
aoo
oop
000
000
660
aoo
coo
ono
000
0 ]]
opo
[:[1: ]
00D
100
ogo
oao
000
ono
000
000
ano
Q00

000
({1 ]
000
onod
000
opob
000
oR0

100147
€060L1
508011
SOL0LT
102041
€090L1
SO050LY
Tos0L1
ConLL
S0E04LT
10€0LT
[2:r TR
10104LY
£910L1
60z 091
02091
102091
932061
Z0Z0%1
90£0¢%1
T0C0W1
€ozosl
w01 %1
20E0E1
tozoel
Z010E1
20€21
s0Z0Z1
192021
»01021
£0s011
205011
10e011
1ozovy
206060
205060
ZOE060
01060
(1111 L]
801080
¥01080
*0%0L0
€0EnL0
102940
01010
S0% 090
104090
20r090
£01 090
Z0E 050
20z 0s0
101040
20v 0v0
Z0E 0%0
11rov0
10T0%6
€0z 0v0
totov0
€Hrocg
01060
€0E02Q
YOroze
20102¢
01080
105830
01018

060
Se0
210
060
onn
SBEQ
060
0eo
S60
460
080
S60
060
000
O€ED
000
000
ooo
0to
0%0
Q00
060
000
060
DEC
cec
00
(ely
560
Qoo
0o
[elela}
000
DOO
0%0
Q00
000
ono
o010
000
000
000
0oc
0€o
000
000
0€0Q
000
ozo
ooo
aso
[:11¢]
070
aoo
$90
Qoo
010
080

o
ae0
00
050
ofo

900

a60
000
990
560
260
0d0
000
564
a00
Q00
60
000
000
000
580
000
oon
Q20
alo
090
010
S6C
060
000
000
090
0£0
060
060
000
o114
CEQ
Qa0
ooo
s00
00Q
olaQ
000
a00
o€o
<00
060
000
coo
050
0sa
ooo
ono
500
000
000
ogo
0Z0
ooo
080
090
ozZo
£€0

(1]
100
uzo
000
100
L0
LT3
ooo

080
000
000
060
090
900
0GC
S60
000
Qoc
&40
000
200
Q00
0L
ooe
000
080
050
o0
[1:s]
080
§60
08
000
OED
000
0%0
080
000

20
009
900
090
0o
9040
000
020
001
Q00
oL0
[+]4)1]
oo
020
o%»0
010
Qe
0€0
0Zn
S¢0
0s0
080
se67
6890
coo
L0
020
60
660
022
000
a0
660
6b0
660
100
sZQ
aso
100
500
L11]
00
€00
060
0L0
0zo
0Z0
1134
0zo
&0
050
0f0
00
oto
0o
000
010
Lo
(14}
090
to0
060
080
010
000
6680
2} 2]

oto
GO0
a00
a0o
000
000
a0¢
000
ooe
000
ooo
003
0039
[L]0]
000
000
00u
029
000
Qo0

000

000
000
ona
000
000
200
012
ceo
coo
ono
o00
000
ooe
050
Q00
Qace
ono
000
200
onn
000
0%Q
000

000
ono
o000
ooe
000
000

000
000
000
000
000
aoo0
000
000
000
00
00)
000
000
020
000
000
000
000
coo
Q00
ao0
000
000
000
000
000
Q0D
000

000
000
000
aoo
o0
000
0€0
o000
000
000
080
000
000
660
oon
o0
ooe
100
o60
000
[+ L. 1]
000
000
oop
ooc
000
ooo
o0o

000
oLp

1011 LY
9060L1
2060, 1
£080.LT
»0L0LT
050L1
Z090411
05021
0%G2 1
2050L1
$0L0LY
902021
z0eo11
01011
201047
802091
407097
€0109}
$0Z041

102061,

S0E0Y1
10£0%1
2020%1
€01041
to€o€l
SO10€T
010€1
10021
»02021
101021
E0LOZY
205011
104011
%DZI1T
¢otott
$05060
105060
10¢060
101060
Z0zoso
401080
EQTO@D
€0%040
ZOEOLD
[1R0.TX.]
101040
»ov090
£0toS0
107090
zotose
10£050
torasn
E0%04%0
10%0%0
10€0%0
LAR (L]
9070%0
zZorovo
tos0c0
202060
1010€0
rocorg
£02020
solo2o
101020
202010
11010



Page C-3

L)
020
000
000
oL0
o000
300
200
000
aCo
203

200
599
00
(31
SsLO
oco
0€d
202
[1:5]
s82
009
089
022
0s)
o2n
coo
920
032
209
q00
030
300
000
o010
000
022
000
S00
000
SO0
000
180

980
080
000
%80
o000
6L0
002
0€d
180
290
ye0
$90
080
000
S80
000
200
010
aso
000
110

apo
000
$90
9L0
$00
L0
0LO0
sLo
9Lc
oLe
SL)
9Wo
0L0
0eo0
L0
480
s80
[+1:d
s8C
60
090
0d0
aLo
L0
180
200
Q10
s90
oLO
000
200

ooo
000
090
980
060
S60
o10
080
sLo
g10
000
000

610
%20
000
<20
000
6.0
000
080
000
0z0
80
€80
080
80
Q00
080
000
80
oeo
000
€90

000
090
oLo
SH0
0eo
Z90
0L0
e
29¢
cLe
1L0
293
oLd
092
s1)
oL
LD
CLd
LY 3]
0LO
080
000
$80
089
0932
2890
0%0
0€0
s192
000
200
0z2
000
000
0L0
0zZo
000
020
o019
010
S%0
080
000
<90
0L0
690
0L0
000
000
000
$20
000
$00
000
080
080
0z0
500
500
s00
000
020
000
o€o
000
oto

000
090
510
050
020
o010
0L0
290
0Le
cun
099
oLn
0L0
5%0
GLO
ogn
oL3
040
520
050
000
000
980
200
000
089
0z0
oLr
S€0
0Z0
ae0
010
5.0
<19
590
180
080
0z0
520
020
180
oa9
120
€90
180
980
080
980
020
<80
080
590
000
se0
580
000
080
080
0€0
$00
080
080
080
SL0
890
000

ooQ
030
SED
0Zo
009
000
000
Q22
200
Gac
920
G620
o000
s€0
soo
200
0330
coo
00t
ja {3
030
000
ogn
3290

362
oL
as 11}
029
002
009
q00
200
coo
000
000
ooe
ueo
s10
000
000
000
000
030
000
[i1:10]
$80
000
000
$80
000
s00
000
000
000
000
000
000
000
000
000
020
020
ono
000
000

aco
700
$30
0090
000
000
200
330
200
°90
a0¢C
200
200
200
S00
220
700
200
Go9o
Je9
230
309
0€0
000
900
S00
080
000
000
090
200
000
000
000
[e]s11]
coo
000
000
S00
500
oo0
000
000
000
000
000
000
000
180
080
000
080
000
000
000
020
300
000
900
ooo
200
000
000
000
000
000

€0CT12Y
5360L1
126011
238021
€020L1
S090L1
109321
€250L1
SIN0LT
105CL1
LOECLT
Ga20L1
12z021
921011
101041
102091
€227391
2AT391
$02051
eotoct

$2e0%1

§323451
102041
221241
€020¢€1
#)12€1
9NEQZT
L0221
€22021
$0t1021
Zateel
126211
€3e011
£02911
177011
06069
20%069
102062
G2ZORO
132080
901082
201089
29%0L0
12€040
%010L0
10%09D
€0909D
20e09)
521090
10109G
%0230
€21062
4040405
yoe Oyl
€e1ZC%0
6320%0
S0220%2
1020%0
20€0€0
1020¢0
S0€0Z0
10€020
202020
$01020
€£0€010
102010

9L
1o
1L¢
303
230
6.0
Geo
‘80
6L0
e0
80
640
BLC
222
J00
Jt0
[e]<])
0092
0ed
0Do
~00
.50
000
e
siL0
€60
200
Jno
20
000
bl
002
Q00
020
000
a10
210
s80
500
S0o
00
050
6L0
coo
69D
100
coo
»80
afeke]
9522
180
<10
1}
000
000
<80
0L0
0%0
080
000
000
000
0LO
080
coo
cLo

000
0co
[a]¥]
000
9L0
YLO
000
000
LI D]
Q00
noo0
vLC
000
[ Jal]
230
980
280
080
580
a80
0€0
o8
020
(1]
0RO
tad
ole la]
290
oLo
0sQ
el )
200
000
000
022
260
€80
000
0co
0zo
SL0
090
620
ooe
180
000
000
00C
003
200
€80
%80
280
a00
000
000
580
200
000
080
080
000
000
080
000
s00

sL0

002
083
0592
090
Q00
0092
092
aoo
200
09¢
b}
S0
[} %)
G0
507

oun

QL
04d
082
SLd
oLl
083
0on
£33
(o] %]
oLe
%9
[ ]
[ ]
SLY
SLY

sLn.

002
6L0
08d
089
012
012
180
ole
€80
280
Y]
089
cen
€89
280
610
090
oLn
000
ozo
80
[+]: 1]
022
oeo
509
s00
o080
agn
oLQ
6L0
690
289

009
200
0o3d
000
o0

000
000
200
280
009
099
006
500
200
€07
203
063
nco
so0

000
000
coc

zoortLt
»06011
s080LY
168CLT
2oa011
#09021
906021
2631
04011
90€dLt
2a€ulLt
LI STR
ARy S |
yI1ILT
212391
93201
292091
191391
€32261
10121
€neivl
LATANL A
SILLwY
1ot 2et
¢l2ael
€215¢1
€I€221
932.21
2uegiZl
sCc1.21
1121
€0vll
20entl
ZJ2atty
136960
€0S360
10%060
£01360
Y0280
601060
SJ106C
101582
10%04LC
PAsF ALY Rl
€010490
90%090
23%2390
1CE292
$01359C
€£0EDSD
€020635
201Csd
€0%09C
£0EIH 2
z2127%0
8020%2
HOZ0OHyL
221a%0
10€0E0
€010¢0
%0€J20
$02Z020
102220
€31229
20€210
€CICTD

151 2]
sLd
200
209
TLC
oo
(][9]
200
320
jlth]
209
020
200
000
002
cee
200
262
bl %}
Jed
000
sLd
339
ol
2LY
&z
J9)
00d
03
330
282
0929
o600
ueo
209
s00
209
320
28%
0930
00
L4oo
280
190
o8
oLl
€82
200
%8
€99
ooL
S10
21
6572
€90
790
Z280
J8¢C
0€N
200
soce
J00
o10
Q1
089
090
000

220
300
0L9
090
000
SEOD
SLO
gLC
DY Ry
SL)
9L9
By
SLO
D]
1L
086
ad: Iy
z2en
%60
s8N
002
aLe
Jea
oLo
Cov
18C
S80
220
o240
<%0
SL0
0td
coo
4goo
JE0
L1°19
160
%80
020
030
00
CLO
610
000
000
000
000
090
pI'{y
S80
Qac
S8C
080
0690
760
SB0
<80
<89
060
580
0G0
080
000
280
989
099
300

2 "ON d3lvd

aLn

QL

CLd
oLa
220
08G
090
Gl0
Lo
92
L2
oL
290
390
24
SL
Qe
oLo
80
AL
TED
jal o]
€2
€D
287
cod
[ k]
%)
[ )
090
] Sl
212
LG
aLC
oL>
pI 4]
[ o]
000
612
560
3es
9LO
8¢
10
oLs
61D
60
080
080
Geo
100
000
200
500
000
082
o8V
020
o8n
so0
s00
080
ald
080
sL0
189
oLD

230

000

0290
000
000
[114]
coo
000
o332
000
0820
J00
abls)
0¢€0
330
03
[
noo
Qoo
309
00a
200
330
a0
cLo
oco
220
[ laly]
009
090
noo
0Lrg
030
000
(o1 1v}
000
00
000
000
000

020.

000
oac
090
390
000
200
€80
0eo
059
000
oco
000
000
000
000
000
000
009
ooc
000
000
000
000
000
000
080

03C
000
000
000
000
[al:14)
000
000
oo
0oo
030
030
jaloge
530
o
600
oro
000
oon
200
300
790
079
200
00C
000
000
000
200
205
090
280
029
60t
oot
236
000
000
002
000
080
299
c00
coC
000
000
000
080
202
220
290
c00
000
000
000
000
000
000
000
000
"o
000
000
200
000
000
010

Zo11L
100121
€060L1
¥980LT
s0LIL1
100021
€09041
S050L1
106721
£0%0Ll
S9ENLT
10e°1
€021
101021
€011
602791
€92991
192391
902761
20z 361
93E0w1
Z9E0%1
€32051
v010e1
27€0¢€1
102761
2010€1
z9€921
§32021
102021
%0121
£36211
2399
10€011
102011
905060
205960
20£260
201260
€02 080
801080
31980
»G¥TL0
€DENLO
192010
201110
509090
104190
202090
€91290
Z0€750
202050
101150
205090
20€9%0
112%C
L0Z2%0
€02 790
101950
€0Z0E0
2017€0
€0£020
¥029020
901920
291520
10€010
z91010

00
oL
0L0
oLo
000
0e0
080
6L0
cec
oec
6LC
(4121}
+J:]u]
000
<00
900
90
ocC
CEC
Jee
000
%0
200
10
GZ0
050
oLe
oce
0zZ0
030
ose
009
09

300
0Z0
cece
CCC
o0¢
0RO
a%0
oono
Q00
00
890
cio
oo0
100

<60
020
* 10
080
620
00C
€ic
sLo
Si0
080
000
000
s00
o10
01C
oeC
oL0
080
Lels]}

690
000
Q00
s00
099
000
000
L}
aoe
¢Co
w2
000
000
000
oLd
[Tk
500
e
S80
<80
00
580
0eo
000
090
980
09¢
690
(o7 R}
coo
080
010
029
[Lade}
09)
Coe
280
009
000
¢L0
99
090
o000
000
280
080
000
000
00
000
000
000
[s]:11}
000
$80
060
s80
080
000
080
0890
080
coo
080
080
ozo
000

osc
000
000
0£o0
13y
000
000
190
900
cou
196
000
ja [elv]
039
S1)
200
0oco
0L0
080
oLC
080
oLo
0°0
090
000
180
000
090
S1c
000
oLo
200
0za
0090
nlo
co0
€20
12¢
000
020

090
090
000
120
$90
000
000

000
000
000
000
S00
S0D
0RO
080
s00
000
500
$00
[ X4]
000
0zo
000
110
s00

690
Q00
000
020
a0
000
200
090
030
0oo
090
900
000
090
bl 3]
av0
bl D
<90
0RC
Lo
s6C
$L9
(7 %]
0€9Q
000
182
oco
%0
J€d
oZo
000
0Zo
st
§L0
090
002
00
0zZo
020
350
sv0
SL0
082
w9
920
080
080
280
643
$80
18C
SLO
$00
580
11:1
000
o080
080
<00
<00
S00
Lo
080
Si0
000
0L
0L0

S€0
000
000
ooo
000
Q00
000
000
30)
000
oge
000
000
000
000
ao00
000
s00
Lalalv}
000
000
000
202
300
000
000
000
0%0
000
[+ [o]4]
000
000
000

090
000
000
000
000
000
000
000
$80
000
aoo
000
120
000
%80
580
000
000
000
080
000
000
Qoo
000
000
000
000
000
000
ooo0
000
000
080

000
000
000
000
000
000
000
000
200
coc
oor
000
000
000
o000
000
000
000
000
000
000
000
000
000
000
200
000
000
000
000
000
000
000
000

000
00s
000
oo¢
000

000
s00
000
[1[:]:]
000
0eo
000
000
080
000
000
000
S00
ooe
000
000
000
000
000
000
000
000
000
Qo0
000
otlo

101147
906011
zoeoLl
€08021
y0L011
909021
2090L1
¥0S0L1
90%0L1
EL L LTA
40€011
902011
z0z0LY
901021
201041
802091
402091
€01091%
$02051
102061
S0€0Y1
10€0%1
202041
€0t1091
T0€0€1
SOT0EY
1woroe1
10€021
»02021%
401021
€otoz21
20501Y
10%011
yoZoll
201011
$0S060
105060
10£060
101060
202000
401080
€0T1080
€0%0.0
Z0€0L0
£010L0
101040
¥04090
€0€090
102090
201090
10€060
102050
$0v0%0
104090
T0£0%0
0T1Z0%0
9020%0
Z0Z0%0
€0€0€0
2020£0
1010€0
Z0€020
€02020
s01020
101020
Z0Zo10
101010

20
20
20
20
20
zZ0
20
29
ta)
e
0
2C
[41]
20
20



Page C-4

660
ooo
002
009
060
000
000
aoo0
000
009
000
o]l
022
06
010
019
0s0
000
212
000
061
660
022
5290
030
S€0
200
002
002
000
000
000
000
000
000
040
000
000
000
Se0
000
060
000
090
000
0s0
(1]
000
oL0
000
oto
000
0%0
520
040
s19
sZo
0zZo
000
s10
0ge
000
€60
0€0
000
o010

000
000
SLO
SL0
oeo
060
060
oLo
060
060
0L0
06C

069
002

$L0
010
0so
010
010
o010
060
0920
$80
0zo
090
000
<[}
€0
0%0
000
aoo
0z0
ooo0
000
060
080
090
L0
0%0
0zo
560
090
000
000
ooo
st0
ot10
000
590
000
$00
000
0L0
000
050
SL0
111)]
0s0
0€0
000
Q80

<g0
080
000
080

000
060
SLO
SLO
080
060
060
oL0
060
060
oL0
060
060
002
SLD
oto
0sd
010
o010
010
0oz
002
060
o010
009
090
goz
ooz
[41Y
000
000
020
000
ooo
060
590
000
oL
o€e
DEQ
062
oLO
000
[1:11]
s10
s12
€00
000
000
000
0€0
000
0zo0
000
s10
0s0
SEO
sEo
sio
020
000
090
000

oo
o1o0

000
060
ooz

0e0
080
060
060
060
060
060
062
060

060
060

slo
o010
sin
ot
010
ore
Goe
ooe
060
000
000
s10
052
0s0
050
050
ose
o010
060
060
060
0s0
$%0
50
0zo
sZ0
660
S99
s00
<80
660
210
100
960
o010
0zo
$00
€00
000
oto
00
000
s00
590
020
oto
SLO
060
060
5450
olo
020

000
000

‘0oz

022
000
200
000
00C
000
00)
000
[ ]d]
030
060
060
000
000
000
000
032
020
ik Jo)
062
ooec
00
080
100
ooo
adbo
000
030
oo
000
000
000
000
000
Qo0
002
oDo
000
000
000
000
000
900

ono
000
660
000
s10
000
ooo
000
000
[+1:14]
020
000

‘000

000
090
G00
000
000
000

000
000
0S80
000
000
000
200
300
200
390
00
QoQ
oco
3320
00
072
000
000
000
s2Zo
G0
200
260
000
000
360
050
000
030
000
a00
Q00
000
230
030
009
200
000
500
200
022
000
000
000
000
000
000
coo0
090
060
000
0€0
000
000
000
aoo
000
200
Ddo

000

000
000
000
000
[l 11]
000

€201L1
$560L1
106041
Zogott
€0L0L1
$090L1
1090L1
€250
SO40L1
1943511
€0€0L1
6020LT
ToezGit
satozt
101041
192391
£22091
Z21091
932041
Z2o10¢1
Y009l
5020yl
1320%1
221041
£022¢€1
¥910¢€1
»DE021
Lozaet
€erzozt
921021
231652l
196011
€3£011
£02011
191011
$05069
2J%060
102060
S02080
122080
901080
201080
Z0%0L0
10€220
%#010.0
LO%390
€0%090
20eC90
S010990
121090
502050
€01050
205050
Y0E0HD
€120%0
6020%0
$020%0
1020%0
20e0Ed
1020€9
S0eDZ0
10€020
292020
901020
€£0€010
102010

e1o
[s2e]0]
200
{oo
Plvhs]
azn
590
250
000
o0
060
000
o000
200
cac
a0e
000
q%0
jal: 1]
8o
Goo
pYA
000
060
5990
000
860
S%0
000
€Lo
000
€00
sZo
Se0
0L0
200
000
0€0
€20
oze
5€0
0092
000
000
S60
0€0
009
100

000
000
000
200
sLo
060
000
a0
J60
000
000

. 060

000
cao
0oco
910
J10
10
dte
ore
210
ogd
oco
s1o
S90
s%0
00
Sed
SLO
092z
Q00
o0o0e
[ {dd]
juleds)
000
0€0
090
o000
000
010
060
060
190
000
$90
030
000
000

000’

000
090
0eo
560
000
090
000
ste0
000
000
0s0
080
000
000
580
000
0zo

000
[oFaks]
ooo
s80
SL0
060
g0d
420
060
0g00
3060
t6d
d00
od
ceo
o12
010
010
e15
o10
S10
agg
oco
c10
o10
400
[s2elo)
ced
c%0
S10
Q50
cee
00
noa
200
StE0
000
coo
¢o0
08l
060
coo
o%0
000
1114
ooe
500
000
co0
590
S0
coo
s20
000
002
240
S0
000
000
009
5%0
090
000
0%0
000
010

1]
060
209
682
0e?
062
002
c2)
060
020
007
060
0090
T
o1z
ol Q)
)
o] 1]
219
o1?
0190
062
o) 3=t
ot2
00)
013
el 1)
059
SLG
0s0
069
063
063
063
102
L0
%0
SH0
j¢ 7 %]
s19
66)
ooz
SL0
28>
580
210
ZJo
e60
500
200
002
GeZn
000
1090
102
$03
002
080
§20
103
080
sLn
060
SE0
o6t
0€0

200
o200
000
0s0
ace
202
032
222
o0d
apo
o000
200
200
302

M
23D
Jne
00
J0¢2
J00
[ ey
o2
210
200
22
[da
200
SC0
002
100
st}
e
332
232
000
000
o00
000
200
ono
Qoo
ke 1]
k]
200
2L0
S80
100
000
s10
000
330
000
000
200
000
000
900
oed
200
032
o0
60O
000
ooo
200

200
000
000
050
000
300
200
3092
290
200
200
200
©o0
SLo
500
330
200
292
000
529
200
205
"G
o106
300
502
noo
200
200
000
0s0
200
g
300
330
000
000
000
009
002
co0
00O
J00
290
000
629
S€0
000
€00
1€0
000
S99
709
000
000
000
000
000
200
coo
200
000
000
000
000
000

2001LY
%060L1
s08oLl
108047
zoLoLt
09611
90s021
Z0s3l
00011
90€021
20€J21
»020L1T
01041
*01321
[ P42 |
9¢Z 91
232391
1191
€02)s1
121261
€ENEINT
$32a%1
L TR RVL 2
101351
2920¢l
€ECYIET
€Jtoel
902071
Zhzlet
€N1021
101021
€0%C1T
zoge11
Z202o11
L3S06D
€£3506D
134360
€01260
902982
601280
s01080
101080
T0%040
Znz2oLo
€01020
904990
20%992
10€990
$01090
€0£05D
€022¢60
201050
£090%0
£0€0%0
212040
B0O20%0
9020493
201J%0
10€0€2
€0T10€0
$0€020
502020
102020
€01020
20€010
€01010

€ "ON

JE0
660
200
202
262
Q092
030
a00
jaivie
€Co
500
220
900
200
000
010
900
slel )
C19
AT
220
&3 V)
202
900
s20
0Lo
322
309
200G
Rhch]
060
000
330
002
ooe
]
000
203
dLo
009
300
000
20
GSQ
0EG
660
0%9
300
593
$90
000
10
0s0
s00
329
Sed
SE9
0%0
aza
320
010
oco
s8c
$%0
0€Q
009
000

000
000
240
0L0
Joo
002
L0
060
060
[aF Xl
360
260
910
209
S¢d
10
o0
otc
510
o1e
103
pleTd
587
[ &)
259
080
J2€C
90
ot
03z
060
29
0en
030
002
100
sL0
€0
000
230
260
660
650
ooc
000
000
000
000
a0
080
oon
9€0
090
$00
o€
<50
sL0
S50
580
0%0
090
08O
aco
090
580
s10
00

431wy

000
009
9.0
SLO
000
580
010
060
o6C
nLC
063
060
e
002
050
213
o1n
o1e
010
012
202
000
612
019
06
200
noo
050
522
5€0
020
$10
092
290
202
040
$¥0
seo
000
SL1
T
660
S50
000
610
000
000
099
$20
090
000
£00
0Z0
000
szo
$%0
o% 0
s€0
250
0z0
0€0
050
000
ov0
050
o010
010

ovo
660
060
SL0
000
<80
060
060
06¢
c6C
062
060
060
002

SL90
ore
010
G1e

019
210
060
200
063
010
o1z
000
600
SLy
S10
950
082
219
260
260
062
oze
020
000
s2d
002
050
669
s€o
090
0co
660
o016
$00
0€0
S10
100
000
000
100
000
SEO
500
050
0z0
S€0
100
060
060
$50
520
oro

010

000

n00
LI
312
000
000
200
Q00
090
002
200
nce
060
000
000
000
oce
00D
700
102
000
000
000
200
000
)
000
000
000
000
c00
000
060
000
000
000
000
009
000
000
000
000
000
ooa
000
000
000
000
600
000
000
010

000
000
000
020
200
0s0
009
006
Goc
uee
200
0Qc
0990
263
000
000
noo
coo
oto
000
DoO
aoo
000
000
300
000
coc
(L]
000

‘000

000
060
000
200
030
ooo
000
000
[11s]
020
0€0
a00
000
200
000
000
ooo
%60
000
S0
000
000
o0
000
000
000
000
000
000
000
000
000
000
000
000
000
oto

2orILl
100121
£260L1
%0801
S0L0LT
104041
£399L1
S060LY
106241
€051
§3e11
13e 0Lt
€JeoLt
Lt
€210L1
6020917
632291
102691
93z 161
70Zns1
99¢ 291
23€ %1
£9Z 9%t
$010%1
2JeI¢1
1323€1
2310¢1
20enzt
502021
1a2a21
401221
€06011
208011
13e2T1
102011
506060
205060
€Ot 060
201060
£02080
801089
401280
939910
€0€JLD

1ozoLo

221040
$0%090
109790
292090
€21090
20€0S50
202950
151050
209340
20e0%0
1120%0
L020%0
€0Z0%0
101940
€020€0
2010€0
€0€020
02020
9Cc1020
zoto0z0
10€010
201010

[o]e74
060
060
060
000
060
060
060
060
060
060
060
060
0G0
00e
000
03¢
ooe
Jlo
£16
one
260
000
oto
010
050
a90
030
90
Qco
o010
000
[y
300
020
o000
000
o000
S0
000
000
000
ooe
S90
000
000
500
000
$S0
000
0€o
L0
590
000
SEO
SE0
00
ozo
000
000
010
$90
080
0€0
S60
o10
000

SL0
000
[]/14]
080
0L0
000
000
060
ooo
000
060
ooo
0Co
000
o010
000
[ala10]
o010
ot
(4 §7]
060
060
060
000
000
5§69
€L
S€0
oz
©oo
080
Sio
000
000
02a
000
SY0
000
000
<L
060
S80
000
Q00
090
090
000
oQo
0zo
000
000
000
0L0
000
0%0
0€0
SY0
0%0
000
SE0
050
S60
000
080
s80
0sQ
000

SED
ooo
000
080
SL0
000
000
060
Q00
000
060
coc
000
000
090
000
070
o1o
010
oto
toe
080
060
010
090
90
Qoa
s10
€00
000
ot10
000
002
000
sz0
000
0£0
s20
000
080
060
080
s00
aoo
S10
020
000
000
ooo
000
000
000
000
100
20
s%0
S%0
S€0
000
ozo
010
090
000
0%0
ooQ
€0
s80

000
000
000
080
S0
000
000
060
000
000
060
000
¢oo
060
$20
o010
old
10
13 ]
010
060
060
D6l
a10
000
sZ¢
000
sL0
SLQ
0s0
000
060
060
060
oto
100
0€o
510
s20
080
060
060
S00
090
0e0
[+ 1]
$00
<60
800
sto
<00
L0
S00
010
500
000
0s0
<00
100
0zo
050
060
060
SE0
Q0